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Abstract
Genre recognition is a critical facet of text comprehension and text classification. 
In three experiments, we assessed the minimum number of words in a sentence 
needed for genre recognition to occur, the distribution of genres across text, and 
the relationship between reading ability and genre recognition. We also pro-
pose and demonstrate a computational model for genre recognition. Using cor-
pora of narrative, history, and science sentences, we found that readers could 
recognize the genre of over 80% of the sentences and that recognition generally 
occurred within the first three words of sentences; in fact, 51% of the sentenc-
es could be correctly identified by the first word alone. We also report findings 
that many texts are heterogeneous in terms of genre. That is, around 20% of text 
appears to include sentences from other genres. In addition, our computation-
al models fit closely the judgments of human result. This study offers a novel 
approach to genre identification at the sub-sentential level and has important 
implications for fields as diverse as reading comprehension and computational 
text classification.
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Introduction
The term genre designates a category of text (Graesser, Olde, & Klettke 2002). 
As with all categories, a genre cannot be specified by a qualitative analysis of a 
single exemplar (Davies & Elder 2004), but rather reflects the characteristics of 
a family of exemplars. A genre has an underlying set of norms that are mutual-
ly understood (either consciously or unconsciously) by the audience for whom 
the text was created (Downs 1998; Hymes 1972). Thus, it is the presence, preva-
lence, and prominence of the norms characterizing the genre of a text that allow 
the text to be recognized as an interview, a lecture, a conversation, a story, a home 
page, a blog, an exposition of some aspect of science, history, or art, or any other 
genre from a myriad of possibilities. 

Any definition of genre would assume that the text in question is of a 
sufficient length for it to be classified on the bases of the features that accrue.  
Interestingly, we know of no study below the paragraph level in which genre 
has been deemed recognizable. Further, because genre has traditionally been 
viewed as a characteristic of the text (Biber 1988, Graesser et al. 2002), there is 
the implicit assumption that the texts in a genre have some degree of homoge-
neity.  The common features of genre may be either absolute invariance (that is, 
the feature is necessary for a genre), but more frequently they are statistical reg-

A Psychological and Computational Study of Sub-Sentential 
Genre Recognition

Philip M. McCarthy, John C. Myers, Stephen W. Briner, 
Arthur C. Graesser,  Danielle S. McNamara 



24

McCarthy, Myers, Briner, Graesser & McNamara

JLCL

ularities (i.e., the feature occurs more frequently in one genre than alternative 
genres). Whether the features are absolute or statistically distinctive, however, 
there is the question of how much and what type of information is needed to 
make a classification decision that a text is in a genre.  That is, if a text T belongs 
to a genre G then the text itself is composed of sub-textual features (i.e. phrases, 
clauses, sentences) that are always or frequently diagnostic of genre G. 

In this study, we investigate these assumptions by collecting data that ex-
plore six primary questions: 

How short (in terms of number of words) can a text be for its genre to be ac-(1) 
curately recognized?
What types of errors (i.e., genre misclassifications) do readers make when (2) 
identifying genres? 
To what degree are texts heterogeneous (i.e., have characteristics of mul-(3) 
tiple genres)?
Does the process of genre identification depend on reading skill?(4) 
What textual features (e.g., syntax, lexical choice) influence genre identifi-(5) 
cation? 
Can a computational model categorize genre using only as much text as hu-(6) 
mans appear to need?

Psychological and Computational Goals of Study 
This study serves two primary purposes: one psychological, relating to reading 
comprehension; and one computational, relating to text classification. 

Reading comprehension. Readers’ comprehension of a text can be facilitat-
ed or otherwise influenced by the text genre, which is identified on the basis 
of the textual characteristics (Bhatia 1997; Graesser et al. 2002; Zwaan 1993). 
Given that familiarity with textual structure is an important facet of reading 
skill, training struggling readers to recognize text structure can help students 
improve their comprehension (Meyer & Wijekumar 2007; Oakhill & Cain 2007; 
Williams 2007). 

Available research in discourse processing indicates that skilled readers 
utilize different comprehension strategies that are sensitive to text genre (van 
Dijk & Kintsch 1983; Zwaan 1993). Once a text genre is identified, it guides the 
reader’s memory activations, expectations, inferences, depth of comprehension, 
evaluation of truth and relevance, pragmatic ground-rules, and other psycho-
logical mechanisms. For example, when reading a history text, it is important 
to scrutinize whether an event actually occurred. In contrast, in most narra-
tive fiction, the truth of the event is not a particularly relevant consideration 
(Gerrig 1993), presumably because there is a “willing suspension of disbelief” 
(Coleridge 1985). Further, expository texts are more likely to discuss unfamiliar 
topics. Consequently, the lack of sufficient prior knowledge forces higher ability 
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readers to process the details of the text at a more local level (e.g., connections 
between adjacent clauses). In contrast, narratives are more easily mapped onto 
everyday experience and, as a result, readers tend to process the global and the-
matic relationships in a passage (Otero, Leon, & Graesser 2002). Empirical evi-
dence supports such claims through recall (Graesser, Hoffman, & Clark 1980) 
and reading time experiments (Graesser, Hoffman, & Clark 1980), demonstrat-
ing that narrative text is recalled approximately twice as well as expository text, 
and also read approximately twice as fast. Thus, stylistic surface structure at-
tributes of the language and discourse vary in importance dependent upon the 
genre of the text (Zwaan 1993).  

A better understanding of the nature of text genre is important for text 
comprehension theories as well as interventions to improve comprehension. If 
readers are using different strategies to process different genres of text, then it 
is important to understand the processes and information constraints during 
the course of genre identification. An understanding of the circumstances un-
der which readers make correct or incorrect attributions of genre could expand 
our knowledge of the reading strategies used for each genre.

Text classification. According to the Netcraft Web Survey (December, 2007), 
the internet consists of at least 155,230,051 sites, an increase of 5.4 million sites 
since the previous month. And with many sites boasting 1000s of web pag-
es, the number of web documents available to browsers is astronomical. With 
such an abundance of information, locating the desired information is becom-
ing ever more problematic. 

Search engines categorize web pages using spiders, which crawl through 
the internet, storing information embedded in web pages. Although each spider 
is different, the typical information gathered from web pages is based on high 
frequency words, key words in headers and links, and meta-tags that specifical-
ly indicate terms of relevance. But despite such a broad approach (or maybe be-
cause of such a broad approach), the majority of web pages located from any giv-
en search are not relevant to the user. This overabundance of non-relevant doc-
uments is generally caused by such search criteria establishing not the genre of 
the text (e.g., blogs, home pages, narratives) but the topic of the text (e.g., poli-
tics; see Boese, 2005, McCarthy, Briner, Rus, & McNamara, 2007; Santini, 2006) 

One approach to narrowing user searches is to locate documents based 
on genres (Stamatatos, Fakotakis, & Kokkinakis, 2001), and particularly web 
genres (Meyer zu Eissen & Stein, 2004; Roussinov et al., 2001; Santini, 2006). 
Definitions of web genres do not differ substantially from definitions of text 
genres. For instance, Boese (2005) argues that web genres are elements of the 
presentation of the article, effective analyses of the writing style, the formats or 
layouts of the documents, and the actual content of the articles. Roussinov et 
al. (2001) argues that web genres have socially recognized norms of format and 
purpose that appear in the text. Whereas traditional text genres may include 
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expository, interview, conversation, and children’s story, web genres subsume 
text genres and include others such as home page, opinion, review, course de-
scription, and blog. 

The advantage of genre categorization over (or in addition to) topic cat-
egorization is one of focus. For instance, a Google search for the leading can-
didates in the 2008 presidential race for the White House (as of March, 2008), 
returned 1000s of web pages on the relevant topic (e.g., current affairs in the 
presidential race), but included genres as diverse as news, blog, review, research 
group, TV archive, and Q&A site. While all such genres may potentially provide 
the user with the desired information, it is safe to assume that most searches 
would be facilitated by the option or the availability of classification by genre.

A better understanding of the nature of web genres is important for search 
classification approaches. Improved knowledge of what constitutes a genre can 
lead to improvements in the efficiency of spiders. As a result of such improve-
ments, categorizing searches by genres can help users by limiting and focusing 
the returned web pages, offering significant savings in time and effort. 

Our approach: Less is more?
Within our six research questions, our approach to genre recognition focuses on 
the following two questions, previously unaddressed in the genre literature: (1) 
How long does a text have to be for it to be considered a member of a genre? 
And (2) To what degree are text genres heterogeneous; that is, is a text of one 
genre composed entirely of sentences that are also identified as being of that 
genre?

Regarding the first question, we can safely assume that a person who 
reads an entire book, article, or web page will have little doubt as to its genre. 
Similarly, we can assume that the first word alone from such a reading might 
not inspire great confidence that the correct genre will be identified. Our ques-
tion is how much text is necessary for most readers to accurately identify the 
genre of a text. 

Our first question is important in any model of genre identification, and 
comprehension in general. The sooner the reader identifies the genre of the text, 
the sooner the appropriate background knowledge will be activated and guide 
comprehension accordingly. We can also hypothesize that readers who recog-
nize a text’s genre earlier and more accurately possess more developed read-
ing skills. That is, their experience or knowledge better allows them to recog-
nize genre specific words or structures. Thus, it is conceivable that early and 
accurate genre recognition may be a diagnostic, practical estimation of reading 
skill.

Our second question regards the heterogeneity of text. While a given text 
T may be considered a member of genre G, we cannot assume that G is whol-
ly composed of sentences from G. For instance, a science text may begin with 
a scene setting narrative, or a history of the theme to be considered. Similarly, a 
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web blog may comprise (and indeed must comprise) news as much as views. 
Such a conjecture is highly related to our first question; that is, if sentences (or 
sub-sentences) are recognizable as genres, then what is the distribution of such 
genre-recognizable-fragments across text? A better understanding of the com-
position of genres may facilitate improving reading comprehension. For exam-
ple, if lower grade-level science texts contained more narrative sentences (pre-
sumably a form more familiar to the readers) then the expository information 
in the text may be more easily integrated.

Just as both our main questions address reading comprehension, they 
also address computational text classification. While categorizing web search-
es may facilitate users by focusing web page returns, the additional processing 
of documents may be prohibitive. Franklin (2008) reports that Google search 
engines operating at peak performance, using four spiders, could crawl at a 
rate of 100 pages per second. While such a performance is impressive, peak per-
formance is not typical performance and with many billions of pages to crawl 
through, many billions of seconds are required. However, processing time can 
be significantly reduced by limiting the amount of text needed to be analyzed. 
For instance, early approaches to genre classification assessed the text as a 
whole (Biber 1988; Karlgren & Cutting 1994; Kessler, Numberg, & Shütze 1997), 
and this tradition continues into contemporary studies (Boese 2005; Bravslavski 
& Tselischev 2005; Finn & Kushmerick 2006; Kennedy & Shepherd 2005; Lee & 
Myaeng 2002, 2004; Meyer zu Eissen & Stein 2004; cf. Lim et al. 2005, for results 
on titles and meta-tags). But by considering genre as an identifiable feature at 
the sub-sentential level, perhaps only a small amount of text needs to be pro-
cessed. If so, identifying the genre of a text and the heterogeneity of the text 
may be feasible with a relatively small (possibly random) sample.

The Experiments
This study includes three experiments. Experiments 1 and 2 constitute the psy-
chological portion of the study, focusing on our first four research questions: 
(1) How short (in terms of number of words) can a text be for its genre to be 
accurately recognized?; (2) What types of errors (i.e., genre misclassifications) 
do readers make when identifying genres?; (3) To what degree are texts hetero-
geneous?; and (4) Does the process of genre identification depend on reading 
skill? Experiment 3 constitutes the computational portion of the study, focusing 
on our remaining two research questions: (5) What textual features (e.g., syn-
tax, lexical choice) influence genre identification?; and (6) Can a computational 
model categorize genre using only as much text as humans appear to need? 

Experiment 1
The goal of Experiment 1 is to investigate experts’ ability to recognize the genre 
of sentence fragments presented out of context. Specifically, we examine wheth-
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er three experts in discourse psychology agree on the genre classification for 
isolated sentence beginnings; and, if so, how many words are required for ac-
curate genre classification to occur. Experiment 1 is limited in the number of 
participants because what might be described as our first real question is simply 
“is the task even possible?” Given that numerous psychological and computa-
tional studies have investigated genre using text no shorter than the paragraph, 
it is appropriate that our initial study is relatively modest in scope.

The Genres
In this experiment (and throughout the study), we consider three genres: nar-
rative, history, and science. We include science and narrative because they have 
been the focus of numerous previous psychological studies (e.g., Albrecht, 
O’Brien, Kendeou & van den Broek 2005; Linderholm & van den Broek 2002; 
Mason, & Myers 1995; Kaup & Zwaan 2003; Trabassao & Batolone 2003) and, 
therefore, provide a relatively uncontroversial point of departure. We include 
history because whereas no one disputes that science texts can be described as 
expository, there is a question as to whether history is more expository-like or 
more narrative-like. Some researchers, for example, have recognized that his-
tory texts can be similar to narratives, the two genres tending to be presented 
more as a chronological series of events on topics with which many readers 
are familiar (Duran, McCarthy, Graesser, & McNamara, 2007; Tonjes, Ray, & 
Zintz 1999). In contrast, other researchers (e.g., Radvansky, Zwaan, Curiel, & 
Copeland 2001) have used history texts as examples of expository texts, with-
out any mention that such a genre could be considered narrative-like.

Empirical computational approaches to distinguishing the genres used 
in this study provide evidence for both categorizations: For instance, McCarthy, 
Graesser, and McNamara (2006) used an array of cohesion indices showing that 
history texts were more similar in structure to science texts. That is, both histo-
ry and science texts were more cohesive than narrative texts. On the other hand, 
Duran et al. (2007) used temporal indices and found evidence that history texts 
were more similar to narratives. That is, both history and narrative texts were 
structured similarly in terms of temporal development. Meanwhile, Lightman, 
McCarthy, Dufty, and McNamara (2007) found evidence for all three genres hav-
ing distinct characteristics. Thus, one question addressed in this study is whether 
history sentences are correctly classified to a similar degree as narrative and sci-
ence sentences; and if not, to which genre are they more likely to be assigned. As 
such, the choice of genres used throughout this study was motivated by two con-
siderations. First, that the genres were sufficiently diverse in terms of structure, 
style, and purpose that differences in recognition accuracy would be identified; 
but second, that distinguishing the genres would not be a trivial task. 
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Predictions
For the narrative genre, we predicted that incorrectly assessed sentences would 
more likely be classified as history sentences because both genres typically de-
scribe past events. For the history genre, we predicted misclassified sentences 
to be equally distributed between narrative and science, because history texts 
are equally likely to be descriptive of an event (thus, narrative-like) or feature 
explicit lexical cause and effect relationships (thus, science-like). For the science 
genre, we predicted that misclassified sentences would more likely be assessed 
as history sentences, because some elements of scientific texts present explana-
tions from a chronological perspective.

We further predicted that our expert raters would correctly identify a high 
percentage of sentences requiring approximately only half of the words in a sen-
tence to do so. This prediction is based on typical features of verb and pronoun 
positioning. Verbs, for example, feature early in a sentence, and their tense is in-
dicative of their genre (McCarthy et al., 2008). Similarly, the subjects of sentenc-
es are generally positioned at the beginning of sentences. Regardless of whether 
the subject of the sentence is a pronoun or named entity, the characteristics of the 
sentence subject are at least somewhat indicative of text genre. 

Corpus
The corpus in our analysis was composed of a subset of sentences taken from 
the 150 academic text corpus compiled by Duran et al. (2007). In that corpus, the 
texts were sampled from 27 published textbooks provided by the MetaMetrics 
repository of electronic duplicates. A subset of the Duran and colleague’s corpus 
(McCarthy et al., in press) further focused the corpus by filtering out an equal 
number of similarly sized paragraphs. The McCarthy and colleague’s sub-cor-
pus featured 207 paragraphs in total (828 sentences): 69 paragraphs in each of 
the three genres, and 23 paragraphs each of 3, 4, and 5 sentences in length. The 
approach we adopted for sentence selection from these paragraphs is based on 
studies indicating that topic sentences are processed differently to other sentenc-
es in a paragraph (e.g., Kieras 1978, Clements 1979, McCarthy et al. in press). Be-
cause such research also indicates that topic sentences are more likely to occur 
in the paragraph initial position (Kieras 1978; McCarthy et al. in press), we sam-
pled an equal number of paragraph-initial sentences and paragraph-non-initial 
sentences. For the paragraph-non-initial sentences, we used the third sentence of 
each paragraph. This choice was made for two reasons. First, all paragraphs con-
tained a third sentence; and second, third-sentences are presumably less closely 
related in terms of co-reference to first-sentences than first-sentences are to sec-
ond-sentences; thus, the effects of a possible confound are reduced. This reduc-
tion to first-sentences and third-sentences left 414 candidate sentences in our cor-
pus. To ensure that participants viewed sentences of approximately equal length, 
we further reduced the size of the corpus by only including all sentences that 
were within one SD of the average length in terms of number of words of the 414 
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candidate sentences (mean number of words = 15.437; SD = 7.113). Using this cri-
terion, 298 sentences remained, of which the smallest group was 35 sentences be-
longing to the genre of narrative-paragraph-non-initial. We thus selected 35 to be 
the number of sentences from each of the six groups (narrative/history/science 
by paragraph-initial/paragraph-non-initial). Consequently, our corpus consisted 
of 210 sentences, equally representing the three genres and the initial/non-initial 
sentence dichotomy (see Appendix). 

Method

Participants. The participants included three researchers in discourse process-
ing (one post-doc, one graduate student, and one advanced and published un-
der-graduate). Each participant assessed each of the 210 sentences that equally 
represented the genres of narrative, history, and science.

Procedure. A Visual Basic program was created to evaluate genre recogni-
tion. The program included three parts: instructions, practice examples, and test-
ing. Following the instructions, participants were provided with six practice 
sentences. Once the practice was completed, a message informed the partici-
pants that the experiment would begin. Each participant evaluated all 210 sen-
tences. The sentence order was randomized for each participant. The program 
operated by displaying the first word of the first sentence in a text window. 
Participants were required to assess the genre to which they thought the sen-
tence fragment belonged. Participants registered their choice by clicking on one 
of four on-screen buttons: Narrative, History, Science, and Don’t Know. As soon 
as a genre choice was made, the next word from the sentence appeared in the 
text window. All punctuation was retained in the display and was attached to 
the word it adjoined (e.g., in the sentence fragment Yes, it was a … the word Yes 
would appear as Yes + comma).  

After 10 seconds, if the participant made no decision, then a new word 
automatically appeared in the text window with a message informing the par-
ticipant of the new word. The variables of genre choice and accuracy were re-
corded. Participants evaluated each word of each sentence until they had either 
given the same decision of the genre of the sentence three consecutive times 
(whether right or wrong), or until all the words in the sentence were present-
ed. The final choice of participants was recorded as the genre choice, regardless 
of previous decisions. For the variable number of words, the number was deter-
mined as the point of the first instance of a choice in a string of three consecu-
tive identical choices. Thus, if a participant’s genre selection was don’t know, 
don’t know, narrative, science, science, science then the count at the point of the 
first instance of science would be the number of words used: in this case, four 
words. That is, although the participant viewed six words in total, the partici-
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pant’s final choice occurred at the fourth word and was confirmed by the fifth 
and sixth selections. 

Results
Raters
We begin our analyses by demonstrating inter-rater reliability. This reliability es-
tablishes confidence in our evaluation of the data as typical of expert ratings and 
is particularly important when using few raters. On average, the raters correctly 
identified the genre of the sentences for 90% of the data. Inter-rater agreement 
between Raters 1 and 2 for correctly assessed sentences was approximately 90% 
(X2 = 41.077, p < .001). Inter-rater agreement between Raters 1 and 3 was also ap-
proximately 90% (X2 = 47.569, p < .001). And the Inter-rater agreement between 
Raters 2 and 3 was approximately 91% (X2 = 61.145, p < .001). 

Of the 210 sentences assessed, all three raters classified the correct genre 
for approximately 69% of data. Two of the three raters correctly classified an ad-
ditional 17% of the sentences (i.e., 86% of the data). At least one of the three rat-
ers correctly identified an additional 6% of the data (i.e., 92% of the data). Also, 
less than 9% of the data were incorrectly assessed by any of the raters. Thus, the 
raters’ accuracy was quite high. Further reliability of the raters’ analyses can be 
demonstrated in terms of recall and precision (see Table 1). Such accuracy and 
agreement between the three raters (M=82%) offers support for the forthcoming 
analyses to be considered representative of genre recognition at the word level 
by experts in discourse processing.

Accuracy Correct Misclassification
Recall Precision F1 Narrative History Science Narrative History Science DK

Rater 
1 .824 .840 .832 .914 .829 .729 .081 .052 .023 .019
Rater 
2 .824 .892 .856 .871 .857 .743 .062 .038 .000 .076
Rater 
3 .810 .817 .813 .886 .757 .786 .081 .076 .024 .029
Mean .819 .850 .834 .890 .814 .752 .075 .055 .016 .041
Table 1: Accuracy and misclassifi cations for Narrative, History, and Science texts, and 

“Don’t Know”(DK) classifi cations.

Genre
In the experiments presented throughout this study, the accuracy of the results 
is reported in terms of recall, precision, and F1. Such reporting is common when, 
as in this study, we are concerned with predictions of categories (i.e., narrative, 
history, science). To briefly explain each term, recall (R) shows the number of 
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correct predictions divided by the number of true items in the group. In other 
words, recall is the number of hits over the number of hits + misses. Precision (P) 
is the number of correct predictions divided by the number of correct and incor-
rect predictions. In other words, precision is the number of hits divided by the 
number of hits + false alarms. The distinction is important because an algorithm 
that predicts everything to be a member of a single group will account for all 
members of that particular group (scoring 100% in terms of recall) but will also 
falsely claim many members of other group(s), thereby scoring poorly in terms 
of precision. Reporting both values allows for a better understanding of the ac-
curacy of the model. The F1 value is the harmonic mean of precision and recall. 
It is calculated as 2PR / (P+R).

In terms of genre recognition accuracy, the expert raters correctly classi-
fied 516 of the 630 sentences (i.e., 210 sentences * 3 raters): an average accuracy 
of 82% (see Table 2). This result is in line with our prediction. While the results 
appear consistent across the genres (Min. F1 = 82, Max. F1 = 84), closer analyses 
suggest that the genres elicit quite distinct patterns of responses.

 Decisions Accuracy Misclassifications
Domain Selected Correct Recall Precision F1 Narrative History Science DK
Narrative 234 187 0.890 0.799 0.842 / 10 3 10
History 206 171 0.814 0.830 0.822 25 / 7 7
Science 168 158 0.752 0.940 0.836 22 25 / 5

Table 2: Accuracy and misclassifi cations of expert raters by domain for Narrative, 
History, and Science texts, and unclassifi ed “Don’t Know” (DK) texts

Narratives. The narrative genre received the highest recall value (89%); how-
ever the narrative genre was also the least precise (80%), with 47 additional 
false alarms. Indeed, of all misclassifications, more sentences were incorrectly 
assigned by the experts as narrative, than either of the two expository genres 
(narrative = 51%; history = 38%; science = 11%). The misclassifications to the nar-
rative genre suggest that narrative sentence structures may be the most ubiqui-
tous type. The approximately equal division of false alarm narrative sentences 
to the science (22) and history (25) genres further suggests that the two exposi-
tory genres may comprise, to a small but notable degree, narrative-like sentenc-
es. Indeed, for six sentences (three history and three science) all three-raters cat-
egorized the sentences as narratives (see Table 3). 

Example Domain Sentence

1 History We cannot1 sell the lives of men and3 animals2, said one Blackfoot 
chief in the 1800s, „therefore we cannot sell this land.”

2 History I1 had vainly3 flattered2 myself that without very much bloodshed 
it might be done.
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3 History Much to1 my surprise2, I3 had forgotten my glasses in prison, so 
I used my wife‘s.

4 Science Taking no joy1 in life, looking forward3 to nothing, wanting to 
withdraw from people and activities2.

5 Science This, he thought1, would2 demonstrate3 that emotions can be me-
chanically induced (Cohen, 1979).

6 Science
Watson1, 3 went even2 further and suggested that at the human 
level, deep emotions are also just the result of association and 
learning.

Note: The  superscript number indicates the point at which the genre selection was made

Table 3: The six sentences identifi ed by all raters as narratives.

Looking more closely at these “misclassified” sentences, we observe that 
all three raters classified Example 1 as narrative by the 9th word of the sentence. 
It is only after this point that the words Blackfoot chief reveals the sentence more 
clearly as a history text. For Example 2, all three raters classified the text by the 
4th word. Indeed, although the text recounts an historical event, the use of first 
person pronoun (rare in expository structures) may be indicative of a narrative 
style of writing. This appears again in Example 3. All three raters classify the 
sentence in Example 3 by the 5th word. Again, the incorporation of first-person 
pronouns renders the sentence more narrative-like, even though the text as a 
whole is taken from a history book. Example 4 is actually a sentence fragment 
and resulted in one rater having to view the entire sentence before deciding 
that it was narrative1. While the sentence lists symptoms of depression, the text 
could easily be read as describing a character. For Example 4, all raters agreed 
on narrative by the 5th word. However, had the raters read a little further, the 
science-like nature of the sentence (passive construction) may have been more 
easily recognized. The final example is deemed narrative by the 3rd word. It is 
possible that the raters saw the subject word Watson and considered the text to 
be from Sherlock Holmes. The results are in line with our predictions that the 
early presence of key lexical and grammatical features triggers the expert read-
ers’ genre recognition.

History As predicted, when history sentences were misclassified, they tended 
to be identified as narratives. This result supports the conclusions of Duran et al. 
(2007) and Tonjes et al. (1999). The three examples above (see Table 3) demon-
strate the type of narrative-like text that appears to be a feature of history texts. 

Science Only 75% of the science sentences were classified accurately, the low-
est of the three genres. However, when raters did label a sentence as from the 
science genre then they were nearly always correct to do so (precision = 94%, 
the highest of the three genres). Of the 52 misclassified science items, most were 
1  This sentence was subsequently modifi ed for later experiments.
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attributed to history (25) and narrative (22). The high history value is as predict-
ed, because much scientific discussion begins from a historical perspective. The 
equally high narrative value suggests that science texts may be equally viewed 
as narrative-like in the description of many of their topics.

Don’t Know As predicted, the raters correctly identified the vast majority of 
items. Only 22 sentences remained unclassified with no particular domain at-
tracting more Don’t Know classifications. Only one sentence was rated as Don’t 
Know by all three raters: Many of those years were harsh and cruel. Although from 
a history text, the sentence could equally well be attributed to narrative given 
that the author seems to be voicing an opinion rather than an objective fact.

Number of Words Used 
High inter-rater reliability is required to establish confidence that the number 
of words used by raters to assess the genre of sentences is suitably representa-
tive of experts’ judgments. Following Hatch and Lazarton (1991), the adjusted 
correlation for three raters was r = .660, p < .001. For items for which all three rat-
ers correctly assessed the genre of the sentence, the correlation was r = .732, p < 
.001. The consistency across raters means that we can take the average number 
of words used by raters as the gold-standard representative of experts in assess-
ments of the genre of sentences.

For the corpus as a whole (N = 210), the average number of words used by 
raters was 4.948 (SD = 2.818; Mode = 5). As predicted, this is less than half the 
average length of sentences in the corpus; indeed, it was a third of the length. 
However, when we divide the corpus for the condition of all raters giving correct 
judgments/other sentences, the results show that significantly fewer words were 
required to correctly identify the genre (Correct: N = 144, M = 4.419, SD = 2.407; 
Incorrect: N = 66, M = 6.101, SD = 3.256; F(1,208) = 31.140, p < .001, η2 = .130). This 
result suggests that a rater judgment of fewer than five words is more likely to 
be correct, and a judgment of greater than five words is more likely to be incor-
rect. The three sentences for which raters took the most words to arrive at the 
wrong genre are shown in Table 4.

Domain Classification Sentence

Narrative Don’t Know Friends in the barrio explained that the director was 
called a principal, and that it was a lady and not a man.

History Narrative
The governor presided over an advisory council, usually 
appointed by the governor, and a local assembly elected 
by landowning white males.

History Don’t Know We blow the whistle that‘s heard round the world, and 
all peoples stop to heed and welcome it.

Table 4: The three longest, misclassifi ed sentences. 
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To better understand the above result, we considered each genre individ-
ually. The results suggested that the five-word average applied only to narra-
tives (Correct: N = 187, M = 4.808, SD = 3.029; Incorrect: N = 23, M = 7.870, SD = 
4.808; F (1, 208) = 18.028, p < .001). There was no significant difference for cor-
rectly identifying genre using fewer words for the genres of history or science. 
The similarity here between the history and science genres and the distinction 
from narrative genre offers support to the conclusions of Graesser et al. (2002), 
McCarthy et al. (2008) and McDaniel et al. (1986). The result offers evidence that 
if an expert reader of a narrative sentence has not become sufficiently aware of 
the sentence’s genre by the fifth word that it is unlikely that subsequent words 
will make the reader any the more sure of the genre. 

Discussion
In Experiment 1, we asked three experts in discourse processing to identify the 
genre of isolated sentences culled from a corpus of narrative, history, and sci-
ence texts. Demonstrating high agreement, the raters showed that expert read-
ers could significantly identify the genre of over 80% of sentences. Further, our 
raters demonstrated that fewer than five words (less than a third of the sen-
tence) were required to correctly classify these sentences. Indeed, for the nar-
rative sentences, viewing more than five words did not improve the accuracy 
of identifying the genre. These results suggest that the first third of sentences 
alone contains sufficient genre characteristics for skilled readers to begin the 
process of activating knowledge of text structure: a process which facilitates 
comprehension. 

Our results also showed that expert readers viewed many of the histo-
ry and science sentences as narrative, suggesting that expository texts tend to 
comprise a notable number of narrative-like sentences. On the other hand, re-
gardless of the genre from which sentences were taken, our raters were least 
likely to classify sentences as science. This result sheds like on the heteroge-
neous compositionality of text, providing significant implications for computa-
tional research in genre recognition. Specifically, computational approaches to 
genre recognition have tended to assume that the text as a whole is represen-
tative of the genre or text-type to which it has been assigned (e.g., Biber 1988, 
Louwerse, McCarthy, McNamara, & Graesser 2004). The results of Experiment 
1 suggest that texts of any given genre may typically comprise sentences from 
many other genres. Understanding this diverse compositionality may lead to 
changes in how computational tools assess text searches and evaluations.

The compositionality of text is also a factor for research in reading devel-
opment. Our results here suggest that for a text to be suitably representative of 
any given genre, it may require that the text contains a notable number of sen-
tences more indicative of other genres. If a text does not contain this mixture of 
genre sentences, it is possible that a reader may have greater difficulty process-
ing the text, as certain expectations may not be met. 
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In Experiment 1, we also addressed the question as to whether the genre 
of history was closer to science or to narrative. Our results suggest that expert 
readers are as able to identify and distinguish history sentences as they are sci-
ence and narrative sentences. This result supports the findings of Lightman et 
al. (2007), who found that history texts were distinct from both science and nar-
rative texts. However, if we consider only the 39 misclassified sentences of the 
history genre, our results showed that 64% of these sentences were incorrectly 
assigned by our experts as narratives, whereas only 18% of the sentences were 
identified as science (and the remainder as don’t know). Viewed this way, the 
result suggests that a notable portion of history texts comprise narrative-like 
structures, a result that supports Duran et al. (2007), who found that history 
texts were more narrative-like than science-like. The categorization of history 
texts is important to cognitive science as many experiments have assumed that 
a history text is an expository text (e.g. Radvansky et al. 2001). Consequently, re-
searchers can often assume that history text will lead to similar results as science 
text and different results from narrative texts. The results of Experiment 1 dem-
onstrate that such an assumption could lead to erroneous conclusions.

Above all, the results of Experiment 1 demonstrate that genre recognition 
at the sub-sentential level is possible. There having been no previous investiga-
tions of how much text is required to recognize genre, this first experiment in-
dicates that very little text is actually required and that readers most likely ac-
tivate information about text structure very early in the reading process. Such 
recognition might provide a signature of reading ability, and as a consequence, 
a method of assessing reading ability. The principle results of Experiment 1 cer-
tainly provide sufficient initial evidence that such an approach is viable and 
that this paradigm can be further explored as an assessment of reading skill. 
In addition, if only the first five words of a sentence is sufficient for experts to 
recognize the text’s genre, then computational approaches to text analyses may 
need to follow this lead. That is, text assessment for such features as readabil-
ity, difficulty, cohesion, and genre recognition may also need to be performed 
on just the first third of sentences because it is here that a significant portion of 
human evaluation of the text seems to occur. More specifically, computationally 
evaluating an entire sentence may incorrectly assess the sentences’ remaining 
two-thirds as relevant to the reader’s processing. Indeed, this remainder may be 
redundant or even noise in terms of reader activation of certain processing com-
ponents. In Experiments 2 and 3 we explore these issues more closely.

Experiment 2
In Experiment 1, three experts (i.e. published authors) in discourse processing 
were asked to identify the genre of isolated sentences culled from a corpus of 
narrative, history, and science texts. The experts had high inter-rater agreement 
(min = 90%) and required about a third of the words in the sentence to accu-
rately identify genres (accuracy as measured by F1, Narrative = .82; History = 
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.84; Science = .82). The results further showed that these experts often classified 
history and science sentences as narrative, suggesting that expository texts tend 
to be composed of a notable number of narrative-like sentences. On the other 
hand, science-like sentences were the least likely to be misclassified into other 
genres, suggesting the science-like sentences seldom occur in the non-science 
genres. The results also showed that these skilled readers required about a third 
of the sentence to successfully activate sufficient knowledge to recognize textu-
al genres. Presumably, this activation skill is beneficial to reading and compre-
hension development. As such, we might expect that the number of words nec-
essary to correctly recognize genres to be indicative of reading ability.

The results of Experiment 1 were intriguing. However, the most compel-
ling result was the one informing us that genre recognition at the sub-senten-
tial level was, indeed, possible. To establish greater confidence in our paradigm, 
Experiment 2 builds on Experiment 1 by including a larger sample of partici-
pants, an independent assessment of reading ability, a measure of time on task, 
and recording accuracy in terms of number of words used. In this experiment, we 
ask four main questions. First, how quickly (in terms of number of words) do 
readers identify the genre of a text? Second, what types of errors (i.e., genre mis-
classifications) do readers make when identifying genres? Third, does the pro-
cess of genre identification depend on reading skill? And fourth, how does time 
on task affect the accuracy of genre decisions?

Corpus
The corpus used in Experiment 2 was the same as that used Experiment 1, with 
the following modification: We modified one science sentence that was a sen-
tence fragment, changing Taking no joy in life, looking forward to nothing, wanting to 
withdraw from people and activities to Examples are taking no joy in life, looking forward 
to nothing, wanting to withdraw from people and activities. 

Methods
Participants. There were 22 participants (Male = 10, Female = 12; M = 24.1 years 
old) who received $50 in exchange for participation in two experiments, of 
which, this was one. The other experiment was unrelated. All participants were 
native English speakers. Fifteen participants were undergraduate students, five 
participants were graduate students, and two participants identified them-
selves as non-students. 
Assessments. To assess reading skill, we used the Gates-MacGinitie (GM) reading 
test, a multiple-choice test consisting of 48 questions designed to measure read-
ing comprehension. We used the level 10/12 version of the test, which has a reli-
ability of .93 (MacGinitie et al, 2002). 

Participants’ genre recognition was evaluated using a similar Visual Basic 
program to that used in Experiment 1. Three variables were recorded: genre 
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choice, accuracy, and time on task. To accommodate the time on task assessment, 
the following modification from Experiment 1 was made: As in Experiment 1, 
participants made their selection by clicking on one of four on-screen buttons: 
Narrative, History, Science, and Don’t Know. However, in Experiment 2, the but-
tons’ position was randomized such that the genre choice could appear in any of 
the four buttons. Upon selecting one of the buttons, the mouse cursor returned 
to a central position so that each button was always equidistant from the start 
point of the cursor. As soon as a genre choice had been made, as in Experiment 
1, the next word from the sentence appeared in the text window. 

Results

Subject Analysis
Our results showed that participants typically needed only a sentence’s first 
three words to make their decision on genre (overall words used: M = 3.35, SD 
= 1.50; words used in correct assessments only: M = 3.33, SD = 1.45).The average 
accuracy of genre categorization was high (Recall: 0.86; Precision: 0.71; F1: 0.77), 
and this accuracy was consistent across the three genres (see Table 5). These re-
sults are consistent with Experiment 1. 

Genre Accuracy Mean SD
Narrative Recall 0.86 0.09

Precision 0.71 0.12
F1 0.77 0.09

History Recall 0.71 0.14
Precision 0.76 0.09
F1 0.72 0.11

Science Recall 0.67 0.12
Precision 0.88 0.09
F1 0.75 0.11

Table 5: Accuracy of genre evaluation

While the average number of words used for correct assessments was 3.33, 
the mode for number of words used in correct assessments was 1.00 (25.02% of 
the data, see Table 6). The second highest frequency for number of words used 
was 2.00 (21.88%), followed by 3.00 (15.36%), and so forth such that the distri-
bution of words used for correct assessments described a logarithmic curve (df 
= 16, F = 244.95, p < .001, r2 = .939). Such a result is unlikely to mean that par-
ticipants blindly hit the same genre choice button, because the genre buttons 
randomly changed position, meaning that participants had to find their genre 
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choice. Additionally, the result is unlikely to suggest that participants were sim-
ply trying to get the task done as quickly as possible because examining all final 
decisions made on the first word (in other words, decisions for which partici-
pants had selected a genre on the first word and selected that same genre for the 
second and third words), 50.69% of the genre decisions were correct (baseline 
= 33.34%). As such, there is some evidence here that humans make their genre 
decision on the very first word of a sentence, and more often than not their de-
cision is correct. 

The magnitude of the correlation between reading skill (GM) and words 
used was moderate (r = .37, p = .09), as was the relationship between words used 
and accuracy (in terms of correlations with F1 participant evaluations, Science: 
r = .43, p < .05; Narrative: r = .37, p = < .09, History: r = .37, p < .09). We examined 
the results more closely by dividing the participants into two groups based on 
a mean split of the Gates-MacGinitie test scores (M = 24.00; SD = 9.14). Using 
these values, 13 participants were designated as lower-skill (LS) and 9 partici-
pants were designated as higher-skill (HS). Differences in Gates-MacGinitie test 
scores were analyzed using Levene’s test for equality of error variances. No sig-
nificant differences between groups were detected (p > 0.5), indicating that the 
groups are suitable for comparison.
 

Table 6: Frequencies of number of words used in correct genre assessments.
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We conducted an exploratory Analysis of Variance (ANOVA) to determine 
which of 22 variables best distinguished the reading skill groups. The analysis 
revealed that 7 variables significantly distinguished the two skill groups (p < .05) 
and 4 variables were marginally significant (p < .10; see Table 7).

Low skill High Skill
Dependent Variable Mean SD Mean SD F P η2

Narrative precision 0.66 0.12 0.79 0.08 7.55 0.01 0.27
Time: 3rd word (History) 1.01 0.29 0.72 0.21 6.72 0.02 0.25
Science Recall 0.62 0.13 0.74 0.06 6.52 0.02 0.25
Science F1 0.71 0.11 0.81 0.07 5.87 0.02 0.23
Time: 3rd word (Narrative) 0.96 0.29 0.70 0.16 5.75 0.03 0.22

Table 7: Five most predictive variables in distinguishing low/high skill readers

The narrative-precision variable suggests that higher-skilled readers tend to 
be better at not classifying non-narrative sentences as narratives. In other words, 
skilled readers know better when a sentence is not a Narrative. These readers’ 
greater accuracy may be because they are prepared to use more words than the 
lower-skilled readers. However, a t-test revealed no significant differences be-
tween the number of words required by lower-skilled readers (M = 2.97; SD = 
1.21) and higher-skilled readers (M = 3.85; SD = 1.68), t > 1.0, p > .1. Despite the 
lack of a significant difference between the higher-skilled and lower-skilled read-
ers in terms of words used, the direction of the difference suggests that lower-
skilled readers may too easily assume the direction or nature of the sentence dis-
course. 

The variable, time on task for the 3rd word in history sentences, indicates the 
time on task for judging the third word of history sentences for correct deci-
sions. Lower-skilled readers took significantly more time on this word. Indeed, 
time on task negatively correlated consistently with GM reading skill across all 
three genres for both 2nd words of sentences (Narrative: r = -.427, p = .05; History: 
r = -.443, p = .04; Science: r = -.523, p = .01) and 3rd words of sentences (Narrative: 
r = -.596, p < .01; History: r = -.606, p < .01; Science: r = -.500, p = .02). These results 
suggest that higher-skilled readers may be able to more quickly integrate new 
information.

Taken together, the results suggest that higher-skilled readers are more 
able to quickly and accurately process sentential information, using as few as the 
first three words. This advantage appears most evident in two features: on the 3rd 
word of sentences (all other word positions demonstrated weaker results); and in 
the precision result for the narrative genre. One further variable of interest is that 
higher-skilled readers may be prepared to use more words before making genre 
decisions. This final point is consistent with Experiment 1 in which expert read-
ers (and therefore, presumably higher in ability than those who participated in 
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this Experiment) tended to use at least two more words than those who partici-
pated here. However, caution should be taken with this conclusion because a 
step-wise multiple regression revealed that only the time on task for 3rd words of 
history sentences variable contributed to the model (adjusted R-square = .336). 

Item Analysis
Of the 210 sentences in Experiment 2, only 4 (2%) failed to be correctly evalu-
ated by any of the participants. For instance, the history sentence “I had vainly 
flattered myself that without very much bloodshed it might be done” was evaluated by 
all participants as a narrative; and the science sentence “Hindi is the most widely 
used, but English is often spoken in government and business” was evaluated by 20 
participants as history and by 2 as narrative. A further 33 sentences (16%) were 
correctly categorized by all the participants. For instance, the narrative sentence 

“Why, I wouldn’t have a child of mine, an impressionable little thing, live in such a room 
for worlds” resulted in no misclassifications. For over half the sentences (55%) 
at least 19 of the 22 participants correctly evaluated the genre. For instance, the 
science sentence “In areas with hard water, many consumers use appliances called 
water softeners to remove the metal ions” recorded only three misclassifications. 
Conversely, only 10% of the sentences received less than 6 correct evaluations, 
an example being the narrative “The Empress of Russia looked dressed for war, Igor 
thought.”

The item analysis also showed that the sentences that received the high-
est accuracy in terms of categorization were likely to require fewer words for 
such categorization to be made. Thus, there was a negative correlation between 
the percentage of participants who correctly evaluated a sentence and the num-
ber of words needed to correctly categorize the sentence (r = -.639, p < .001). For 
example, “Chemical weathering processes change the chemical composition of rocks” 
was correctly identified as a science sentence by all of the participants and re-
quired an average of only 1.23 words to be identified. In contrast, “However, this 
process was too slow to satisfy the Renaissance demand for knowledge and books” was 
correctly categorized by only 27% (n = 6) of the participants and required 10 
words to be correctly identified as a history sentence. 

The results of the time on task demonstrated similar results. Specifically, 
there was a negative correlation between the percentage of participants who 
correctly assessed a sentence and average time on task for assessment (r = -320, 
p < .001). The results for both words used and time on task were consistent across 
the genres of narrative (words: r = -.613, p < .001; time: r = -.466, p < .001); history 
(words: r = -.701, p < .001; time: r = -.404, p < .001); and science (words: r = -.578, 
p < .001; time: r = -.257, p = .034). 

Thus, consistent with the results of Experiment 1, viewing more words 
does not lead to greater genre classification accuracy. This result indicates that if 
a sentence does not contain genre-specific features early in its structure, then it 
is also unlikely to contain those features later in its structure. The results for time 



42

McCarthy, Myers, Briner, Graesser & McNamara

JLCL

on task indicate that sentences that are more accurately classified are also more 
quickly classified. We can presume that the quicker the decision, the less the pro-
cessing necessary to make the correct decision. Thus, we did not observe a time/
accuracy tradeoff. 

Collectively, the results suggest that most sentences from the three genres 
can be accurately categorized in relatively few words and relatively little time. 
However, the variation within this accuracy suggests a continuum of sentence-
categorization difficulty. That is, the first few words of sentences can often be 
sufficiently non-prototypical or ambiguous to reduce the likelihood of correct 
reader categorization. As such, it is feasible that the construction of the initial 
aspects of a sentence may significantly affect sentence processing, with less pro-
totypical constructions causing readers to activate less relevant expectations of 
prior knowledge.

Discussion
In Experiment 2, 22 participants identified the sentence genres of 210 sen-
tences. The results indicated that both higher- and lower-skilled readers used 
about three words to accurately identify genres. Two primary variables related 
strongly to participants’ reading ability: Narrative-precision and Time on Task for 
the 3rd word (i.e., typically the word with which participants make their deci-
sion). Thus, higher-skilled readers are less likely to think a sentence is a narra-
tive when it is not, and they also require less time to make their decisions. 

Taken together, the results of Experiments 1 and 2 allow us to make the 
following conclusions. The results suggest that 1) a wide range of readers can 
accurately categorize genres at the sub-sentential level; 2) as few as the first 
three words of a sentence may be all that is required for that assessment to oc-
cur, and in over half the cases just the very first word; 3) genre recognition may 
be indicative of reader ability; and 4) variables such as time on task, accuracy, and 
number of words used may be the indicators of reading ability. 

The research presented in these initial two experiments offers an inter-
esting and promising direction toward a better understanding of how genre 
knowledge is represented in the mind and subsequently activated. We plan to 
use this understanding to better establish our genre identification paradigm as an 
assessment of reading skill, and even as a possible intervention for reading de-
velopment. While much remains to be done in this respect, the results present-
ed here offer an exciting new perspective on the nature of text and the possibili-
ties of reading skill assessment.

Experiment 3

Introduction
The results of Experiments 1 and 2 provided evidence that genre recognition 
could be accomplished with a high degree of accuracy using as few as the first 
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three words of sentences. Given such accuracy from such little discourse infor-
mation, we can hypothesize that readers are utilizing shallow lexical and syn-
tactic sentential features to identify genre. To address this hypothesis, we exam-
ined whether a computational model based on only lexical and syntactic fea-
tures (i.e., the information apparently used by participants) provided similar 
results. If the model could replicate the results found with humans, then it po-
tentially provides evidence that participants use such sentential features when 
processing text. 

In Experiment 3, we construct a computational model based on our re-
sults from Experiments 1 and 2. We use the model to investigate what informa-
tion could be present in the initial words of sentences such that it can provide 
participants with sufficient information to make a genre evaluation. The ques-
tion of whether or not we could build a computational model is important for 
two reasons. First, our computational model sheds light on the features of the 
text that most likely influences readers’ genre classifications. And second, if a 
computational model can categorize genre using minimal sentence information, 
then such an approach could facilitate text classification systems.

Computational Approaches to Text Classification
Computational approaches to categorizing genre have tended to treat text as a 
homogeneous whole. Thus, the whole text is analyzed and, based on the results, 
the text is categorized as a single genre. Such an approach is as common in tra-
ditional text-genre classifications studies (e.g., Biber 1987; Biber 1988; Duran et 
al. 2007; Hall, McCarthy, Lewis, Lee, & McNamara 2007; Karlgren & Cutting 
1994; Louwerse et al. 2004; McCarthy, Graesser, & McNamara 2006; McCarthy, 
Lewis, Dufy, & McNamara 2007) as it is in web-genre classification studies (e.g., 
Boese 2005; Bravslavski & Tselischev 2005; Finn & Kushmerick 2006; Kennedy 
& Shepherd 2005; Lee & Myaeng 2002, 2004; Meyer zu Eissen & Stein 2004). 

For example, in traditional genre classification studies, Biber (1987) iden-
tified lexical diversity and singular person pronoun use as key predictors in 
distinguishing British-English from American-English. Kessler, Nunberg, and 
Schutze (1997) used part of speech tags, lexical cues (e.g., Mr. and Mrs.), punc-
tuation features, and shallow discourse features such as sentence length, to 
distinguish registers such as editorials, romantic fiction, and biographies. 
Louwerse et al. (2004) used cohesion values to distinguish both spoken from 
written texts and narratives from non-narratives. And Stamatatos, Fakotatos, 
and Kokkinakis (2001) used various style markers such as punctuation features 
and verb- and noun-phrases frequencies to distinguish between the authors of 
a variety of newspaper columns. What each of these studies have in common 
is that the whole text is analyzed and, based on a distribution of features, is la-
beled as a member of a single category.

Meanwhile, the more contemporary web-genre identification studies typ-
ically rely on three categories of features: style, form, and content (Boese & Howe, 
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2005). Style includes readability formula (e.g. Flesch Kincaid Grade Level), syn-
tactical information (e.g. passives/actives), and various heads of phrases such 
as the articles or prepositions that precede noun-phrases. Form includes such 
aspects as frequencies of paragraphs, emphasis tags, images, and links. And 
content includes such aspects as bags of words, stop-lists, number types, and 
closed-word sets. Whichever features, or combination of features are used, it is 
still typical that the whole text is analyzed and subsequently categorized into 
a single genre.

Whole text approaches tend to be successful because different catego-
ries of texts comprise different types and quantities of features. And, to be 
sure, such approaches have yielded impressive results, finding significant dis-
tinctions in categories as diverse as dialect, mode, domain, genre, and author. 
However, to take some slightly more arcane examples, Miliv and Slane (1994) 
distinguished narratives from treatises by way of the letters D and S respective-
ly; Gordon (2004) identified the penultimate chapter of Joyce’s Ulysses by the in-
cidence of the letter C; and Šatava (2006) explains that the Võro-Seto ethnolect 
differs from standard Estonian by way of the letters Q and D respectively: the 
nominative plural in Estonian featuring a glottal stop, which is marked by the 
letter Q in Võro-Seto and the letter D in standard Estonian. Such examples may 
seem churlish but they serve to demonstrate that distinguishing texts, in and of 
itself, is not difficult, given enough texts and enough variables (and, presum-
ably, enough researchers). 

Our Approach
The possible problems with the approaches listed above are ones of time and 
compositionality. With regard to time, search engines operating at peak perfor-
mance can only assess the multiple billions of web documents at the rate of 100 
pages per second (Franklin 2008). Assessing whole documents over multiple 
variables may simply be too computationally expensive; thus, there is a signifi-
cant trade off between time and accuracy. Of course, technology is constantly 
improving, and consequently, time may become less of a factor. However, by 
the same token, it could be equally argued that the expansion of the Internet 
(around 5 million web sites per month) could easily outpace any advances in 
technology. 

With regard to compositionality, our results from Experiments 1 and 2, 
suggest that texts are heterogeneous in terms of genres. Indeed, the heteroge-
neous nature of text is well established (e.g., Kintsch & van Dijk 1978; Mann 
& Thompson 1988; McCarthy, Briner, Rus, & McNamara 2007; Propp 1968, 
Teufel & Moens 1991; Swales 1990). And this heterogeneity research extends to 
multiple-genres within texts (see Bazerman 1995; Crowston & Williams 2000; 
Orlikowski & Yates 1994). Researchers such as these point to embedded genres 
and genre systems wherein a single text may feature multiple genres as in memos, 
which may contain proposals; trials, which include examination and cross-ex-
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amination; expository texts, which may include histories, narratives, which may 
include factual claims, and blogs, which may include factual accounts, stories, 
and reviews.

In our approach, both time and compositionality are considered. However, 
primarily, we base our approach on our psychological findings on genre recog-
nition from Experiments 1 and 2. Our results from these experiments suggest 
that humans are able to classify narrative, history, and science genres using as 
few as the first three words of sentences. The results suggest that sentence-lev-
el syntax and word-level frequency features may be sufficient for accurate and 
reliable genre recognition to occur. In our approach, we present a computation-
al model for genre classification based on these findings. That is, we ask: can a 
computational model using less than a third of the words in a sentence accurately clas-
sify genre using only word-level and syntactical information? If such an approach 
is successful, then issues of time and compositionality can be addressed. Our 
approach would address issues of time because, feasibly, we could imagine a 
system that samples just a few sentences (or parts of sentences) from the target 
text. In requiring such a small sample, computational expense is reduced.  Our 
approach would address issues of compositionality because, feasibly, we could 
imagine the system returning results as to the genre distribution of the samples. 
That is, perhaps 80% of the samples are science, 15% history, and 5% narrative. 
Such a result not only informs us of the main genre of the text, it also indicates 
potential levels of readability or difficulty of the text.

 Of course, bringing the discussion above to fruition requires consider-
able research. And in Experiment 3, we take just the first step towards our goal. 
Namely, we analyze the sentences from Experiment 2 to assess what degree of 
accuracy we can expect when using solely the portion of a sentence that hu-
mans require for genre recognition.

Methods
To address our computational question, we conducted a number of basic assess-
ments, suitable for sentence level analysis, using the first three words, five words, 
and whole sentence for each sentence in the corpus. For the lower bound of sen-
tence fragment length, we selected the conservative size of the first three words 
of the sentences because this was the lowest average number of words for any 
of the groups from Experiment 2: (i.e., the lower-skill group: M = 2.98 words, SD 
= 1.24). For the upper bound of sentence fragment length, we selected the whole 
sentence to serve as a baseline. 

To conduct our analysis, we used as our dependent variable the genre 
of the sentences as determined from their original source (narrative, history, 
science). Our independent (or predictor) variables were calculated using the 
web-based computational tool, Coh-Metrix (Graesser, McNamara, Louwerse, & 
Cai 2004) and included word frequency values (from the Celex data base, Baayen, 
Piepenbrock, & van Rijn 1993), word information values (from the MRC data base 
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(Coltheart 1981), and parts of speech frequency counts (Charniak 2000). In addition, 
we also included a syllable count (www.wordcalc.com). 

The object of the analysis was to ascertain how well the independent vari-
ables (i.e. information similar to that which humans might have available) were 
able to predict the categories of the sentence fragments. One way of achieving 
this goal is to conduct a series of discriminant analyses. A discriminate analysis 
is a statistical procedure, culminating with a prediction of group membership 
(in this case, genre) based on a series of independent variables (in this case, the 
word and syntax variables mentioned above). To guard against issues of over-
fitting and colinearity caused by applying multiple predictor variables, we fol-
lowed established procedures of training and testing the algorithm (see Witten 
& Frank 2005; McCarthy et al. 2007). Thus, the corpus was randomly divided 
into a training set (67%) and a test set (33%). Using the training set, we conduct-
ed an analysis of variance (ANOVA) to identify and retain only those variables 
that significantly distinguished the genre groups. We then conducted correla-
tions among these variables and eliminated variables that presented problems 
of colinearity using r > .70; the variable with the higher univariate F-value was 
retained and the lower eliminated. Of the 16 remaining variables, the 14 with 
the highest univariate F-values were used in a discriminate analysis; there was 
an item to predictor ratio of 10:1. This procedure was then repeated for data col-
lected from the five words the whole sentence conditions (see Table 8). 

Words
Dependent 
Variable Mean Narrative Mean History Mean Science F η2 

3 Past tenses 177.3 (168.12) 68.18 (136.01) 13.33 (65.98) 20.01 0.23

 
Pronoun/
noun phrases 184.04 (167.93) 51.14 (119.51 38.33 (105.42) 17.29 0.20

 Syllables 3.70 (.86) 4.89 (1.46) 4.94 (1.46) 13.21 0.16
5 Reading Grade 1.49 (2.12) 6.40 (3.8) 4.72 (3.57) 29.44 0.30
 Past tense verbs 150.00 (115.61) 60.31 (91.43) 9.52 (43.10) 29.31 0.30

 
Pronoun/
noun phrases 141.71 (125.77) 32.54 (96.70) 27.78 (69.03) 19.51 0.22

Whole Reading Ease 83.06 (15.41) 48.98 (21.78) 51.63 (21.78) 22.43 0.40

 
CELEX fre-
quency 2.81 (0.25) 2.34 (0.33) 2.45 (0.31) 15.91 0.32

 Past tense verbs 66.67 (66.83) 62.87 (48.06) 5.85 (19.83) 10.68 0.24
Note: All F-values are significant at  p<.001; SD appear in parentheses
Table 8: Most signifi cant genre predictor variables for “3 word”, “5 word”, and “whole 

sentence.”

Having established the predictor variables, we used the training set data 
to generate our discriminant function (the algorithm that calculates the predic-
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tion of group membership) and we used those generated predictions on the test 
set data to calculate the accuracy of our analysis. Thus, if the results of the dis-
criminant analysis are statistically significant, then we can claim to have evi-
dence that validates the initial analysis. Such a validation affords application 
of the model to other text corpora of a similar nature. In this study, as is typical 
of discriminant analysis studies and as is consistent with previous analyses in 
this study, the accuracy of the results are reported in terms of recall, precision, 
and F1. 

The results of the discriminant analyses were significant (3-words: χ2 = 
33.689, p <.001; 5-words: χ 2 = 30.127, p <.001; whole sentence: χ 2 = 71.704, p 
<.001). The accuracy of the models in terms of recall, precision, and F1 were 
comparable to human results (see Tables 9, 10, and 11). The results suggest that 
as few as the first three to five words of a sentence contain enough syntactic and 
word level information to distinguish between genres. 

Narrative History Science

Recall Precision F1 Recall Precision F1 Recall Precision F1
Test set 0.61 0.74 0.67 0.23 0.33 0.27 0.60 0.38 0.46
All data 0.67 0.73 0.70 0.46 0.52 0.49 0.71 0.59 0.65
Participants 0.85 0.71 0.77 0.71 0.76 0.72 0.68 0.87 0.76

Table 9: “Three word” recall, precision, and F1 results for computational model (test 
set; all data) compared to participant’s performance.

 Narrative History Science
Recall Precision F1 Recall Precision F1 Recall Precision F1

Test set 0.47 0.56 0.51 0.55 0.39 0.46 0.61 0.71 0.66
All data 0.72 0.71 0.72 0.66 0.53 0.59 0.60 0.73 0.66
Participants 0.85 0.71 0.77 0.71 0.76 0.72 0.68 0.87 0.76

Table 10: “Five word” recall, precision, and F1 results for computational model (test 
set; all data) compared to participant’s performance.

Narrative History Science
Recall Precision F1 Recall Precision F1 Recall Precision F1

Test set 0.70 0.56 0.62 0.62 0.67 0.46 0.60 0.68 0.64
All data 0.75 0.70 0.73 0.64 0.67 0.66 0.75 0.77 0.76

Participants 0.85 0.71 0.77 0.71 0.76 0.72 0.68 0.87 0.76
Table 11: “Whole sentence” recall, precision, and F1 results for computational model 

(test set; all data) compared to participant’s performance. 
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The three-word model is most impressive at identifying narratives (all 
data F1 = .70, human = .77) and reasonable at identifying science (all data F1 = 
.65, human = .76). The three-word model appears weakest at identifying histo-
ry (all data F1 = .52, human = .72). The five-word model returns similar results 
although the history identification is improved (all data F1 = .59, human = .72). 
The whole-sentence model returns human like results for all three genres (nar-
rative: all data F1 = .73, human = .77; history: all data F1 = .66, human = .72; sci-
ence: all data F1 = .76, human = .76). The results suggest that with some modifi-
cations to the model (e.g., genre related frequencies) that a highly accurate sub-
sentential genre identification model is feasible.

Discussion
In Experiment 3, we developed and tested a computational model of human 
genre recognition at the sub-sentential level. Our results suggest that basic sub-
sentential features such as parts of speech and word frequencies significantly dis-
tinguished between genres. Further, the success of our computational model 
suggests that the features of only the first three to five words are sufficient for 
this classification. 

The results of our model are particularly impressive when considering 
humans’ advantages when recognizing genre in comparison to our model.  For 
example, the computational models did not contain information about seman-
tics and word knowledge, which humans would likely use when recognizing 
text genre. Thus, when participants see a number such as 1776 they are pre-
sumably more able to interpret this as an historical date. Second, even though 
word frequency was included as a predictor, the results are based on frequencies 
in general rather than genre specific. We can hypothesize that word information 
relevant to specific genres would enhance the accuracy of the prediction. For 
instance, we might assume that participants have knowledge that cannon is a 
word associated with history whereas nucleus is a word associated with science. 
Third, we might further hypothesize that our model could be improved if fre-
quencies were calculated from only the sentence-initial fragment. Thus, words 
such as to, operating as an infinitive marker as in to understand this process …, 
may be more indicative of expository text. 

While the results of Experiment 3 suggest that word and syntax variables 
may be all that humans (and computational models) need to recognize genre, 
this does not mean that more complex discourse variables such as cohesion 
variables and temporal features are not a characteristic of genre differences. 
However, our results do indicate that readers can and do make genre decisions 
before such features become available. Such a result is important when consid-
ering a light and efficient approach to genre categorization where computation-
al expense is an important factor.

Finally, the results of our three-word model are impressive; although we 
cannot claim that the model is as good as human performance. We have given 
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modifications above for improving our model, but it is still worth noting that 
some features of our model do match human performance. For instance, the 
narrative precision evaluation for the test set (.74), all data (.73), and for par-
ticipants (.71) are highly similar. Given that Experiment 2 showed that the hu-
man narrative precision variable correlated highly with reading skill (r = .520, 
p = .002), it is reasonable to assume that the computational model might re-
flect some aspects of reader strategy, at least in its propensity to correctly reject 
non-narrative decisions for narrative sentences. Additionally, the model’s false 
alarms for narratives were similar to those decisions made by humans: that is, 
false alarms were less likely to be science decisions (History = 11; Science = 6).

Final Discussion
This study included three experiments designed to address issues concerning 
genre recognition. Experiments 1 and 2 addressed issues concerning (1) how 
many words were necessary to constitute human recognition of genre, (2) to 
what degree were the texts heterogeneous in terms of genre, and (3) to what de-
gree was genre recognition a predictor of reading ability. In Experiment 3, we 
used the information gathered from the previous two experiments to create a 
computational model for genre recognition.

Research Questions
Our study began with six research questions. Here, we briefly summarize the 
responses to those questions based on the current research.

1. How short (in terms of number of words) can a text be for its genre to be ac-
curately recognized? Using a baseline of 33%, most readers (77%) can accurately 
recognize genre within the first three words of a sentence. Many readers (50%) 
can accurately recognize genre using just the first word. This result suggests 
that genre is (also) a sub-sentential feature of text.

2. What types of errors (i.e., genre misclassifications) do readers make when iden-
tifying genres? The most common type of genre misclassification appears to be 
the assigning of narrative to non-narrative text. We can presume from this re-
sult that readers are more familiar with the features of narratives and tend to 
make a default assumption that a text is narrative unless shown to be otherwise. 
We can hypothesize that explicit training in recognizing non-narrative features 
may facilitate reader comprehension if it facilitates earlier and more accurate 
genre recognition.

3. To what degree are texts heterogeneous? Our results suggest that texts are 
about 83% homogenous in terms in genre. For the remainder, narratives tend 
to comprise mostly history sentences; histories tend to comprise mostly narra-
tive sentences; and science texts tend to comprise an even number of narrative 
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and history sentences. We can hypothesize that variation in the heterogeneity 
of the text may benefit some readers more than others based on their knowl-
edge or skill level. For instance, we can presume that lower skilled/knowledge 
readers of science texts would be facilitated by a higher incidence of narrative/
history sentences because the sentences features used in this genre are likely to 
be more familiar.

4. Does the process of genre identification depend on reading skill? Our results 
suggest that higher-skilled readers are less likely to think that a sentence is a 
narrative when it is not, and they also require less time to accurately recognize 
genre. These results lead us to believe that a reading skill assessment based on 
genre recognition is viable.

 
5. What textual features (e.g., syntax, lexical choice) influence genre identifica-

tion? Our results suggest that such features as presence of past tense, length of 
words, and word frequencies offer readers substantial indication of genre at the 
sub-sentential level. This result is important for designing and modifying com-
putational approaches to genre classification, as well as forming part of the 
training for an intervention approach to helping students with reading skills.

6. Can a computational model categorize genre using only as much text as hu-
mans appear to need? The results of our computational models were statistical-
ly significant and comparable to humans. The three-word and the five-word 
models were most impressive at identifying narratives and science. The whole-
sentence model returned human like results for all three genres. We hypothe-
size that improvements to our word frequency database and using genre-spe-
cific word frequencies would significantly improve the computational model. 
Overall, the results provide a good deal of confidence that computational genre 
recognition is achievable using only as much sentential information, as is re-
quired by humans.

Limitations of our study
While we would argue that the results presented in this study offer a signifi-
cant contribution to research in genre recognition, the limitations of the study 
are worth acknowledging. First, having only considered three traditional text 
genres, we cannot be sure how such analysis would scale up to a finer grained 
analysis of genres such as those encountered on the internet. In addition, the 
genres used in the study were presented to participants as their one and only 
choice. It is possible that participants may have preferred to make multiple 
choices or categorized sentences in genres other than those we stated. Second, 
we cannot be sure that the research presented here suitably distinguishes topic 
from genre. Addressing this issue is of significant importance to future research. 
Third, the numbers of sentences and participants in our experiments are rela-
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tively small. Such limitations are common in initial forays into new research; 
however, given such numbers, we must be cautious as to the conclusions we 
draw. Fourth, while our computational models showed promise, and while our 
extensions to these models seem reasonable, there is considerable work to be 
done if we are to establish that such an approach can produce a desirable accu-
racy while minimizing computational expense.

Conclusion
The research presented here offers an interesting and promising direction to-
ward a better understanding of genre recognition. In psychological terms, we 
plan to use this research to better establish our genre identification paradigm as an 
assessment of reading skill, and even as a possible intervention for reading de-
velopment. In computational terms, our results suggest that text classification 
model at the genre level is possible using only a limited selection of text frag-
ments. Such an approach offers the possibility of fast and accurate genre classi-
fication as well as information as to the genre distribution within a text. While 
much remains to be done, the results presented here offer a new and exciting 
perspective on the nature of text, the possibilities of new assessments of read-
ing skill, and an intriguing and novel approach to computational text classifi-
cation.
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Appendix

Sample of the sentences used in the study

Index

Topic sen-
tence val-
ue (1-6)

Sentence 1 (1)/ 
Sentence 3 (0)

Narrative (0); 
History (1); 
Science (2)

No. of 
words Sentence

1 2.67 0 1 15

Because of the fragment-
ed nature of Mayan soci-
ety, the different cities fre-
quently went to war.

2 1.33 0 1 11

They moved slowly, not 
as invading hordes but 
as small communities.

23 2.00 1 0 18

When the time was up, 
Mr.Dooley asked us to 
put down our pencils 
and pass our tests in.

52 2.00 0 2 14

However, more mate-
rial is ultimately moved 
by the greater number of 
slow mass movements.

53 2.33 0 2 20

Likewise, it‘s easier to 
express the concentra-
tion of a solution as the 
number of moles of ma-
terial dissolved in it.

All sentences used in this study can be downloaded at http://tinyurl.com/55ex2x


