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Abstract 

Sentiment classification aims to determine whether the semantic orientation of a text is 

positive, negative or neutral. It can be tackled at several levels of granularity: expression or 

phrase level, sentence level, and document level. In the scope of this research, we are inter-

ested in the sentence and sub-sentential level classification which can provide very useful 

trends for information retrieval and extraction applications, Question Answering systems 

and summarization tasks. In the context of our work, we address the problem of Arabic 

sentiment classification at sub-sentential level by (i) building a high coverage sentiment 

lexicon with semi-automatic approach; (ii) creating a large multi-domain annotated senti-

ment corpus segmented into discourse segments in order to evaluate our sentiment approach; 

and (iii) applying a lexicon-based approach with an aggregation model taking into account 

advanced linguistic phenomena such as negation and intensification. The results that we 

obtained are considered good and close to state of the art results in English language. 

1 Introduction  

Sentiment analysis refers to the computational study and processing of opinions, senti-

ments and emotions of people found in text (Al-Radaideh et al., 2014). Recently, this do-

main has significantly evolved and attracted widespread attention especially with the ex-

panding growth of social networks services and user-generated web content. This situation 

provided a great opportunity to easily access and mine public opinions and sentiments about 

any subject. Business companies, for example, exploited this information source to discover 

consumer feedbacks about their products or even to decide future marketing actions. 

Sentiment analysis includes several tasks. According to Liu (Liu, 2012), it can be divided 

into six main tasks: 1) extract and categorize all entity expressions from documents, 2) 

extract all aspect expressions and categorize them into clusters, 3) extract and categorize 

opinion holders, 4) extract the times when opinions are given and standardize the time for-

mats for all opinions, 5) determine whether an opinion is positive, negative or neutral, 6) 

produce all opinion quintuples expressed in a document. Among these tasks, the fifth task, 

namely sentiment classification, is the one having received the most researcher attention. 

Specifically, sentiment classification aims to determine whether the semantic orientation 

of a text is positive, negative or neutral. It can be tackled at many levels of granularity: 

expression or phrase level, sentence level, and document level. Expression sentiment classi-

fication aims to determine the prior sentiment class or valence of an expression. As for 

sentence level, the objective is to calculate the contextual polarity of a sentence. Concerning 

document level, the main goal is to mine the overall polarity of a document with the hypoth-
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esis that is expressed by a single author towards a single target. In the scope of this research, 

we are interested in the sentence and sub-sentential level classification. This level of granu-

larity can provide very useful trends for information retrieval and extraction applications, 

Question Answering systems and summarization tasks. 

Sentence sentiment classification is often processed by applying machine learning tech-

niques, in particular supervised learning which consists basically of two major steps: feature 

extraction and training the learning model. Though this approach has proved to be success-

ful in producing high accuracy, it suffers from certain shortcomings. It requires building a 

huge corpus (dataset), which needs to be labeled manually by human experts (Abdulla et al., 

2014). The process of manual annotation can be very difficult even for native speakers due 

to sarcasm and cultural references. It can also be expensive and time-consuming (He and 

Zhou, 2011). Moreover, the model built could be a domain-biased. That is, it could give low 

accuracy when applied in a domain, different than the domain from which it was learned 

(Read and Carroll, 2009). Due to these reasons, many researchers were oriented towards a 

second approach, namely the lexicon-based one. 

In the context of our work, we address the problem of Arabic sentiment classification at 

sub-sentential level by (i) building a high coverage sentiment lexicon with semi-automatic 

approach; (ii) creating a large multi-domain annotated sentiment corpus segmented into 

discourse segments in order to evaluate our sentiment approach; and (iii) applying a lexicon-

based approach with an aggregation model taking into account advanced linguistic phenom-

ena such as negation and intensification. In fact, most of the recent works in Arabic lan-

guage have not yet released their resources and some of them have common weak points 

such as not handling negation in the statement. In addition, the redundancy in the training 

data causes an ambiguity in sentiments (Ibrahim et al., 2015). 

Compared to related Arabic sentiment classification work, the main contributions of this 

research are: (i) adopting a lexicon-based approach handling negation and intensification by 

applying state of the art strategies and establishing an extensive list of word and phrase 

operators, (ii) addressing Arabic sentiment classification at discourse segment level (first 

work according to our knowledge), (iii) experimenting Arabic sentiment classification on 

discussions and debates other than short comments and reviews, which is more difficult. 

The rest of the paper is organized as follows. In section 2, we review a selection of key 

papers related to the sentiment classification for English and Arabic languages. In section 3, 

we describe our semi-automatic approach to build a sentiment lexicon of opinion words. In 

section 4, we outline our efforts to annotate two sentiment corpuses at discourse segment 

level. In section 5, we detail our proposed approach for sub-sentential sentiment classifica-

tion, and we present and discuss the experiment results. In section 6, we sum up and provide 

some perspectives for future work. 

2 Related work 

Sentiment analysis is an emerging domain in natural language processing. Due to the explo-

sion of user-generated web content, the interest in this field is continually increasing. Cur-

rently, dozens of research papers are published in this field in each year and many work-
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shops are organized about this topic, such as WASSA (Workshop on Computational Ap-

proaches to Subjectivity, Sentiment & Social Media Analysis) and SENTIRE (Workshop on 

Sentiment Elicitation from Natural Text for Information Retrieval and Extraction). Due to 

the large number of publications and the variety of sentiment analysis tasks, we are interest-

ed in this section in only sentence and sub-sentential level and with an emphasis especially 

in works related to English and Arabic languages. 

In the literature, we discern two main approaches: supervised machine learning approach 

and lexicon-based approach. In machine learning approach, sentiment classification is 

viewed as a special case of text categorization task. The sentiment classifier is built by 

extracting discriminative features from manually annotated sentiment data and applying a 

learning algorithm such as Support Vector Machines, Naïve Bayes and Maximum Entropy. 

Generally, the best performance is achieved by using n-grams feature, but also Part-of-

speech and syntactic information can be important effective features (Pang et al., 2002); 

(Pak and Paroubek, 2010); (Ghorbel and Jacot, 2011). 

At the sentence level, recently researches have started to study more advanced linguistic 

traits. For instance, Tang et al. (Tang et al., 2014) proposed a joint segmentation and classi-

fication framework for sentiment analysis in order to handle the inconsistent sentiment 

polarity between a phrase and the words it contains. Specifically, they used a log-linear 

model to score segmentation candidates, and utilize the phrasal information as features to 

build the sentiment classifier. The effectiveness of the joint model has been verified by 

applying it on the benchmark dataset of Twitter sentiment classification in SemEval 2013. 

Yang et al. (Yang and Cardie, 2014) proposed an approach that allows structured model-

ing of sentiment while taking into account both local and global contextual information. 

Specifically, they incorporated intuitive lexical and discourse knowledge as expressive 

constraints while training the conditional random field model via posterior regularization. 

According to the experiments, these constraints allow achieving better accuracy than exist-

ing supervised models for the sentence-level sentiment classification. 

Liu et al. 2014 (Liu et al., 2014) have focused in sentiment analysis of sentences with 

modality. They presented a linguistic analysis of modality and detailed its types. Then, they 

proposed some general linguistic features, and specific modality features to train a support 

vector machine classifier predicting the sentiment orientation in sentences with modalities. 

The reported experimental results outperformed traditional lexicon-based, unigram-based 

SVM and Naive Bayes classifiers. 

With regard to lexicon-based approach, it typically uses a lexicon of opinion words where 

a sentiment polarity or intensity is associated to each entry. In addition to detected words, 

linguistic phenomena such as intensification and negation are often taken into account to 

aggregate the sentiment polarity of sentences. One of the pioneer researches in the lexicon-

based approach is the work of Turney (Turney, 2002) who used a part-of-speech tagger to 

identify phrases that contain adjectives or adverbs, and then estimated the semantic orienta-

tion of each extracted phrase by using Pointwise-Mutual Information (PMI). The sentiment 

class is finally assigned to the review based on the average semantic orientation of the ex-

tracted phrases. Kim and hovy (Kim and hovy, 2004) extended Turney work by using a seed 
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list enriched by wordnet synonyms. They also proposed two other models to combine senti-

ment words, which are the product model and the geometric mean model. 

Ding et al. (Ding et al., 2008) proposed a holistic lexicon-based approach to solve the 

problem of opinion words whose semantic orientations are context dependent in reviews by 

exploiting the review context. They also proposed an effective function based of sum meth-

od for aggregating multiple conflicting opinion words in a sentence. 

Taboada et al. (Taboada et al., 2011) developed a Semantic Orientation CALculator (SO-

CAL) based on some dictionaries where words are annotated with polarity and strength 

scores. SO-CAL introduced state of the art methods to deal with negation and intensification. 

The authors used Amazon’s Mechanical Turk service to collect validation data to their 

dictionaries and performed their experiments on four different corpora with equal numbers 

of positive and negative reviews.  

Chardon et al. (Chardon et al., 2013) proposed to compute the opinion orientation at the 

sub-sentential level using a parabolic model that accounts for the effects of negation and 

modality on opinion expressions based on several linguistic experiments. The parabolic 

model represents an opinion expression as a point on a parabola, negation as functions over 

this parabola and modality as a family of parabolas of different slopes. The reported evalua-

tion of the model showed that it has good agreement with the way in which humans handle 

negation and modality in opinionated sentences. 

Research done on Arabic sentiment analysis is considered very limited compared to other 

languages like English whether at document-level or sentence-level (Shoukry and Rafea, 

2012). Indeed, Ibrahim and Salim demonstrated in their literature review (Ibrahim and Salim, 

2013) that there is a lack of studies focusing on multilingual twitter sentiment analysis and 

especially on Arabic tweet opinion and Arabic tweet subjectivity. They pointed out also that 

the most features used for twitter SA for Arabic tweets are n-grams features, and the most 

methods used in twitter SA for Arabic tweets is Naive Bayes (NB) and Support Vector 

Machines (SVM). For instance, Shoukry and Rafea (Shoukry and Rafea, 2012) compared 

two machine learning techniques which are SVM and NB classifiers on 1000 collected 

tweets. The task is considered a sentence-level sentiment classification since tweets length 

was restricted to 140 characters. The authors used unigrams and bigrams as features and 

concluded that there is no difference in the results between them. Final classification results 

showed that SVM outperformed NB in sentiment analysis with an accuracy of 72.6%. 

Abdul-Mageed et al. (Abdul-Mageed et al., 2014) developed the SAMAR system for sub-

jectivity and sentiment analysis of Arabic social media using some Arabic morphological 

features. They used the SVMlight as classification algorithm and a multi-genre dataset col-

lected from four different genres of social media websites. 

Arafat et al. (Arafat et al., 2014) implemented the Aara’ system for polarity classification 

over informal colloquial Arabic comments. The classification scheme consisted of four 

categories: strongly positive, positive, negative and strongly negative. Experiments were 

carried out on 815 comments collected from online newspapers and achieved 82% in terms 

of accuracy.  

Recently, ElSahar and El-Beltagy (ElSahar and El-Beltagy, 2015) conducted an extensive 

set of experiments for the sake of benchmarking their collected datasets and testing their 
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viability for both two and three class sentiment classification problems. Yielded results 

showed that the best performing classifier was SVM and that the best effective feature rep-

resentations were the combination of the lexicon based features with the other features.  

Regarding lexicon-based approach, very few researches relative to Arabic were conduct-

ed. Al-Subaihin et al. (Al-Subaihin et al., 2011) introduced a sentiment analysis tool for 

Arabic social media. The tool is relies in merging human computation with natural language 

processing. Human computing aims to harness knowledge of humans in a novel way (such 

as a computer game), and use the gained results to solve certain steps in an otherwise fully 

automated system expressions. This technique was used by the authors to build sentiment 

lexicons. Given these lexicons and the set of negative, positive and neutral sentence patterns, 

user reviews are classified according to their sentiments. 

Oraby et al. 2013 (Oraby et al., 2013) proposed a scalable opinion-rating system follow-

ing a rule-based approach tailored to the Arabic language. The approach takes into account 

language-specific traits that allows for closer analysis of opinion-bearing queues such as 

polar words, basic negation words, intensifiers, and conjunction modifiers. The overall 

document rating were calculated by taking the positive polarity score over the total docu-

ment polarity score to give an estimate of the document’s polarity score as a ratio of polar 

units. 

Abdulla et al. (Abdulla et al., 2014) presented detailed steps of building the main two 

components of the lexicon-based SA approach: the lexicon and the sentiment analysis tool. 

In particular, the sentiment tool was designed to take into account negation and intensifica-

tion. To aggregate the review polarity score, the authors used the sum method. 

3 Our approach: building the sentiment lexicon  

While there has been a recent progress in the area of Arabic Sentiment Analysis, most of the 

resources in this area are either of limited size, domain specific or not publicly available 

(ElSahar and El-Beltagy, 2015). Therefore, we decided to build our own lexicon. However, 

since building a sentiment lexicon "from scratch" is a relatively expensive task, we have 

chosen to benefit from the available lexicons, enhance and enrich them in order to build our 

sentiment lexicon. Thus, we propose a semi-automatic approach exploiting a set of Arabic 

linguistic tools and resources (i.e. translator, tagger, dictionaries) and exploiting other Eng-

lish or multilingual sentiment lexicons (i.e. MPQA lexicon, SentiStrength lexicon). The 

approach includes also a manual annotation process of multi-domain collected corpus. The 

starting lexicon that we used to build our lexicon is MPQA Arabic translated lexicon 

(Elarnaoty et al., 2012). 

Our approach consists of three phases including manual and automatic steps. These phas-

es are: phase of study and cleaning, phase of enrichment, and phase of reforming and revi-

sion (Figure 1). 

3.1 Phase of study and cleaning 

This phase consists in manually reviewing the MPQA translated lexicon in order to detect 

possible defects. The process allowed us to identify the following anomalies: 
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Figure 1: Creation step of the lexicon LAP 

 Existence of many duplicate entries in the same class. For example: the words احتمش 

(contempt), أحّك (stupid),  صعحأ (discomfort), are found in many entries of the Negative 

Strong class. 

 Existence of objective words (do not have a priori polarity). For example: ِعٕى (sense), 

ًِبٌع ,(decision) لشاس  (treat). 

 Existence of misclassified words (wrong assigned polarity). For example: اٌخوف (fear) is 

classified as Strong Positive word when it should be classified as Strong Negative, صبِّت  

(excellent) is classified as Weak Positive instead of Strong positive, ٌُأ (pain) is classified as 

Strong Positive instead of Strong Negative. 

 Lack of Part of Speech (POS) tags. Indeed, MPQA translated lexicon is stored in four 

TXT files representing each sentimental class. POS tags are missing despite the fact that 

they are very useful in resolving morphological disambiguation (i.e. ر٘ب can be a name and 

means "gold", and can be a verb and means "go"). 

In order to remedy some of these anomalies, we performed a manual cleaning operation 

by eliminating duplicated words. These words are of two types: (1) duplicated words in the 

same class (they are unnecessary words that can be deleted without any problem), (2) dupli-

cate words in classes that must be removed to avoid ambiguity. In fact, at this stage, the 

lexicon has no disambiguation technique. 

3.2 Phase of enrichment 

This phase consists of four steps, namely, enrichment by translation, enrichment by import-

ing synsets of ArabicWordNet, enrichment by importing entries from the SentiStrength 
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lexicon and enrichment by manual annotation. In each step, only new words that do not exist 

in the lexicon are added to it.  

 Enrichment by automatic translation: the Arabic version of MPQA does not contain the 

translation of all the words in the original English version. Indeed, the number of words in 

the English version of MPQA is 8222 and the number of words in the Arabic version is 

7434. Therefore, we used the Google translator to translate the rest of the words. Among the 

words that have been added in this step, there are the words ٌٗٔض (probe), ثأس (revenge), ببسص 

(marking). Note that during the translation process, there are words that can be added to the 

lexicon because of the existence of several translation possibilities. Similarly, there are 

words that can be eliminated because their corresponding Arabic words already exist in the 

lexicon. 

 Enrichment by synsets of WordNet: This step is based on the assumption that the words 

having the same synonyms have the same polarity. Therefore, we have enriched our lexicon 

by ArabicWordNet synsets (Boudabous et al., 2013) corresponding to each word of Arabic 

MPQA lexicon. This is performed by exploiting the semantic relation "Near_synonym" of 

ArabicWordNet. Examples of the words added to the lexicon in this step are شذٌذ (severe) 

that is the near synonymous of عٍٕف (violent), ًِٕفص (separate) which is the closest synonym 

to ِفىه (disassembled) and ًوالع (realistic) which is the near synonymous ًحمٍم of (real). 

 Enrichment by SentiStrength entries: To enrich our lexicon, we have exploited some 

other multilingual sentiment lexicons which are freely available for scientific research, such 

as SentiStrength (Thelwall et al., 2010). The Arabic version of this lexicon has a small size 

and includes only 1,434 entries. Nevertheless, this step was useful since it has fed our lexi-

con by new opinion words, for example, ًٔأٔب (selfish) ًالأِث (ideal) and ْاطّئٕب (contentment). 

 Enrichment by manual annotation: This step allows enriching the lexicon by annotating 

sentiment corpora. The annotation allows to mark subjective words of the text and to add 

them to the lexicon LAP according to their sentimental class. The annotation process is 

performed using an annotation tool developed for this task and called ASAT tool (Arabic 

Sentiment Annotation Tool). ASAT offers the possibility to the annotator to mark words 

with different colors according to their sentimental classes. The annotation is carried out 

according to the annotation scheme of MPQA translated lexicon. This scheme is composed 

of four classes: Negative Strong, Weak Negative, Positive Weak and strong Positive. The 

annotated corpus used for the enrichment of the lexicon is COPARD2 (Corpus of Arabic 

Opinion Debates), a collected corpus from the political domain. It consists of a set of TV 

political debates type of programs broadcast by Aljazeera (see section 4.1.2).  

3.3 Phase of reforming and revision 

To ensure good coverage of our lexicon and a size compression, we saved the opinion words 

as lemmas using MADAMIRA tool (Pasha et al., 2014). This allows, on the one hand, de-

tecting all morphological variants of the opinion words, and on the other hand, saving 

memory space and execution time. Finally, to improve the quality of the lexicon, a valida-

tion step was conducted by a linguistic expert. The aim is to check that the polarity assigned 

to each word corresponds to the most frequent context in which it is used. Table 1 illustrates 

the evolution of the size of the lexicon after accomplishing each phase of our approach. 
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Table 1: Evolution of the size of the lexicon  

 Class Arabic MPQA Ph1 Ph2 Ph3 

Negative Strong 2,860 1,752 2,991 1,544 

Negative Weak 2,057 741 3,056 1,719 

Positive Strong 1,386 922 1,990 1,278 

Positive Weak 1,131 571 1,608 761 

Total 7,434 3,986 9,645 5,302 

4 Annotation of sentiment corpuses 

In this section, we describe our efforts in annotating two sentiment corpuses at discourse 

segment level. In our context, we will use the annotated corpuses to evaluate the approach 

that we will propose afterwards (section 5) to classify Arabic discourse segments according 

to their polarity. However, these corpuses can be as well exploited for machine learning 

purposes. First, we present our data collection and provide statistics on each corpus. Second, 

we argue the adoption of discourse segmentation and present the used tool. Third, we ex-

plain the annotation process and outline the annotation model and guidelines. Finally, we 

discuss the obtained results. 

4.1 Data collection 

4.1.1 OCA (Opinion Corpus for Arabic) 

It consists of 500 documents divided equally into positive and negative (Table 2). The cor-

pus was collected by extracting reviews about movies from Arabic web pages and blogs 

(Rushdi-saleh et al., 2011). After that, many processing steps on each review were carried 

out in order to obtain a formatted document. The main steps were removing HTML tags and 

special characters, correcting spelling mistakes, filtering out nonsense and nonrelated com-

ments, fixing Romanized comments and comments in different languages. OCA was anno-

tated at document level by classifying its documents into positive and negative. This classi-

fication was automatically performed by exploiting the review rating score given by the user.  

4.1.2 COPARD2 (Corpus of OPinion Arabic Debates 2) 

It consists of 20 episodes of political debates broadcast on Aljazeera satellite channel. Most 

of the discussed issues were related to the political situations in the countries of Arab Spring 

especially in Tunisia and Egypt. All selected debates were multiparty conversations involv-

ing speakers of different profiles: politicians and political activists, economists, sociologists, 

security experts etc. These debates were transcribed and made publicly available in PDF 

format in Aljazeera website. After downloading the debates, some preliminary prepro-

cessing steps were performed such correcting spelling and conversion mistakes, normaliza-

tion and standardization of some Arabic letters, and removing thematic header of the debates.  
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Table 2: specificities of OCA and COPARD2 

Property OCA COPARD2 

Domain Movie reviews Politics 

Number of documents 500 20 

Number of words 209,733 97,172 

Avg. of words per document 419 4,858 

Number of segments 18,377 8,234 

Avg. of segments per document 36 411 

Avg. of words per segment 11.41 11.8 

4.2 Segmentation into discourse segments 

The objective of this work is to investigate sentiment classification at local level which is 

coarser than expression level and finer than document level. This requires splitting text into 

several segments of tokens connected by a structural or semantic relation. Most researchers 

have gone for considering sentences as these portions of text, and a lot of studies in senti-

ment classification were focused on sentence level. Nevertheless, in our current research, we 

do not share the opinion that sentences are the appropriate segmentation unit to study senti-

ment classification at local level, and this is due to many reasons.  

First, theoretical definition of a sentence as "a part of a speech or a written discourse that 

has a complete and independent meaning" (Khalifa et al., 2011) do not offer, in Arabic case, 

enough cues to estimate sentence boundaries. As a matter of fact, unlike Indo-European 

languages, in Arabic there is no capitalization, which makes recognizing sentence bounda-

ries a harder task. In addition, there are no strict rules of punctuation. This is leads to a rare 

use of punctuation marks, and even if they are used, they are not decisive cues to guide the 

segmentation process (Belguith et al., 2008). Moreover, Arabic discourse tends to use long 

and complex sentences. The average number of words per sentence is larger than the aver-

age in English sentence. For example, we can easily find too long paragraph with only one 

punctuation mark at the end (Keskes, 2015); (Aliwy, 2012). 

Second, given the additional length of Arabic sentence compared to other languages, this 

sentence contains often more than one opinion expression and opinion target. Or, dealing 

with more than one opinion target per segmentation unit is a very complicated task in senti-

ment classification. That’s why, most researches adopt an ignorance strategy in this issue 

and start from the hypothesis that the detected opinion expressions are expressed towards a 

single target, even if the problem is tackled at a document level (they are expressed through-

out a whole document). Hence, it will be more beneficial to adopt a segmentation unit which 

is shorter than sentence in order to maximize chances to have only one target per segmenta-

tion unit. 

Third, adopting a minimal segmentation unit shorter than sentence will help to resolve 

another problem in sentiment classification which is defining the scope of opinion operators. 

Actually, local polarity is highly affected by opinion operators in particular negation opera-

tors. Estimating opinion words affected by these operators is a very challenging task. 
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Among efficient solutions proposed to this problem is to adopt a minimal segmentation unit 

and to propagate the negation effect to all opinion terms of this segmentation unit.  

Given the reasons explained above, we decided to split our texts into discourse segments 

and to study sentiment classification at this local level of granularity. Indeed, According to 

Chardon (Chardon, 2013), after splitting his corpus into discourse segments or Elementary 

discourse Units (UDE), 90% of these units contain only one opinion expression. An EDU is 

mainly a sentence or clause in a complex sentence that typically correspond to a verbal 

clause, as in [I loved this movie]a [because the actors were great]b where the relative clause 

introduced by the discourse connective because, indicates a cutting point. An EDU can also 

correspond to other syntactic units describing eventualities, such as prepositional and noun 

phrases, as in [After several minutes,]a [we found the keys on the table]b (Keskes et al., 2014).  

To ensure the best segmentation quality, segmentation process was semi-automatically 

performed and conducted by an Arabic native speaker annotator using two segmentation 

tools. The main tool was ATS (Arabic Text Segmenter) developed by Keskes (Keskes, 

2015). ATS was designed to divide documents into EDU following the Segmented Dis-

course Representation Theory (SDRT) principles. It adopts a pattern based approach relying 

on punctuation marks and discourse connectors as cues. ATS, evaluated in a collected cor-

pus of elementary school books, has achieved good results around 85.5% in terms of F-

measure. Nevertheless, in our case, our data collection consists of spontaneous user generat-

ed content and transcribed dialogues which are much more difficult to segment than school 

books written with regular Arabic discourse style. Hence, in order to ensure that the seg-

mented output do not contain too long sentences neither broken sentences or clauses, anoth-

er segmentation proposition is offered to the annotator by using STAr tool. STAr was devel-

oped by Belguith (Belguith et al., 2005) to segment non-vowelled Arabic texts into para-

graphs and sentences. The tool adopts an approach based on a contextual analysis of the 

punctuation marks and a list of particles, such as the coordination conjunctions. Evaluation 

results on a corpus of elementary school books yields a precision of 80.65%. Given the two 

segmentation propositions, the annotator intervenes to choose the appropriate segmentation 

output consisting of minimal segments or clauses holding a complete and independent 

meaning. Final segmentation results are illustrated in Table 2. 

4.3 Annotation process and guidelines 

In the literature, many annotation models were proposed in sentiment classification either 

at expression level or at document level. For instance, in MPQA Project (Wilson et al., 

2006), the proposed model to annotate news articles, included three attributes: polarity, 

intensity with 4 values, and explicit or implicit character. A more detailed model is proposed 

by Daille et al. (Daille et al., 2011) which contains five semantic categories: opinion, appre-

ciation, agreement/disagreement, judgment and acceptation/refuse.  

In Arabic language, the most known annotation work was realized by Abdul-Mageed et al. 

(Abdul-Mageed et al., 2012) who introduced AWATIF, a multi-genre Arabic corpus labeled 

at sentence level. The corpus was labeled using both regular and crowdsourcing methods 

with two types of annotation guidelines: simple and linguistically-motivated. For the simple 

annotation, two examples of positive, negative and neutral sentences were provided to the 
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annotators as guidelines, then, they were asked to label the data according to these three 

categories. As for the linguistically-motivated annotation, before starting the annotation task, 

annotators were exposed to a linguistics background, and the nuances of the genre to which 

each dataset belongs were explained to them. The annotated datasets consisted of collections 

of newswire stories from various domains (e.g., political, economic, sports), 30 Wikipedia 

Talk Pages, and web forum extracts comprising 2532 threaded conversations from 7 forums. 

Depending on these datasets, the annotation model was updated by adding "MIXED" or 

"OBJECTIVE" classes. Annotator Agreement reached good rates that vary from 0.79 to 

0.82 depending on the dataset. 

In the current research, we have assigned the task of annotating our data collection for 

sentiment analysis to two students familiar with natural language processing domain. The 

two students were Arabic native speakers and postgraduate. This profile was selected based 

on Abdul-Mageed et al. funding’s who assert that linguistics background can be very useful 

for sentiment labeling since the concepts of subjectivity and sentiment are fuzzy. Indeed, the 

authors reported an achieved improvement of linguistically-motivated annotation when 

compared to simple annotation guidelines. Our Annotation model and guidelines are de-

scribed in the two next sections. 

4.3.1 Annotation model  

Our annotation model (Figure 2) is based on two levels of granularity: expression level 

and discourse segment level. In each level, we tried to rely only on basic sentiment attributes 

that are essential for our task. The objective is first to reduce the expansive cost of the anno-

tation task in terms of time consumption and money; and second, to maximize the annotator 

agreement which can be degraded when the annotation model contains too many categories. 

Briefly, our annotation model consists: 

 At the expression level of three attributes:  

- Polarity: polarity of the expression which can be positive or negative. Neutral expres-

sions are not labeled. 

- Intensity: intensity of the expression which can be strong or weak. 

- Introducer: term used to introduce an opinion expression. It can be evaluative (polar-

ized) or non-evaluative (non-polarized). 

 

 
Figure 2: Annotation model at Expression level 
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 At discourse segment level it only consists of the attribute "Polarity" which allows clas-

sifying discourse segments depending on their semantic orientation into positive, negative 

and neutral. Neutral class includes objective segments that do not express any position or 

sentiment and also segments that express neutral position or sentiment. 

 

Table 3. Sample of each type of discourse segments 

Polarity Sample 

Positive اٌفٍٍُ ٔدبذ فً ٘بِب دوسا اٌدّبعً اٌعًّ ٌعب وّب  

Teamwork has also played an important role in the success of the movie 

Negative ٓالأصِة ٘زٖ ِٓ اٌّخشج حوي اتفبق ٕ٘بن ٌٍس وٌى  

But there is no agreement on the way out of this crisis 

Neutral ِوصٌبْ سٕبء ببٌّغشبٍة ٌتعٍك اٌثبًٔ استفسبسي  

The second question is about the Moroccan Sana Mouziane 

 

4.3.2 Annotation guidelines 

Annotation guidelines are a set of instructions communicated to the annotators to help 

them to further understand the task and resolve the difficult encountered cases. Therefore, in 

our guidelines, we provided several examples to the annotators illustrating each sentiment 

attribute in the annotation model. In addition, to simplify the task, we made the assumption 

that each segmentation unit contains only one opinion target, but of course it may contain 

more than one opinion expression. This will help the annotators to focus more on opinion 

expressions than extracting the target or the holder, which is beyond the scope of this paper. 

Moreover, the annotators were asked to label all morphological forms that can bear an opin-

ion or a sentiment: adjectives, adverbs, nouns and verbs. In fact, adjectives are significant 

indicators of opinion expressions. However, that does not mean that other Part-Of-Speech 

tags do not contribute to opinion expressions. Indeed, a lot of researchers point out that 

adjectives and adverbs are better than adjectives alone and certain verbs and nouns are also 

strong indicators of sentiment (Xia et al., 2011). 

Nevertheless, to ensure a good progress of the annotation process, the two annotators 

were trained separately by annotating, under our supervision, the first 10 documents of OCA 

corpus and the first political debate of COPARD2 corpus.  

4.4 Annotation Results  

In order to evaluate the annotation task at discourse segment level, we used the confusion 

matrix to visualize the numbers of segments in which annotators agree and disagree accord-

ing to each annotation category. Each column of the matrix represents the instances labeled 

by the first annotator, while each row represents the instances labeled by the second annota-

tor. Figure 3 and Figure 4 illustrate respectively the confusion matrix related to OCA and the 

confusion matrix related to COPARD2. 
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Figure 3: confusion matrix relative to OCA 

Then, to measure the annotator agreement, Cohen’s kappa coefficient is computed. The 

results we obtined were 0.51 and 0.35 respectively for OCA and COPARD2. This agree-

ment rate is considered very poor and subsequently, the annotated data cannot be considered 

enough homogenous to compare the machine results to it. 

 

 
Figure 4: confusion matrix relative to COPARD2 

By observing the two confusion matrices, we can easily find the cause of the rather poor 

agreement rates. Indeed, we can clearly see that the high number of instances where annota-

tors disagree concerns always the "Neutral" category. Therefore, to resolve the problem, we 

decided to abandon neutral segments and to transform the problem to a binary classification 

task. Hence, we have removed agreed neutral segments (segments agreed by the two annota-

tors to be neutral) as well as disagreed neutral segments (segments labeled by of one the 

annotators as neutral). The updated confusions matrices are illustrated in Figure 5 and 

Figure 6. 

 
Figure 5: confusion matrix relative to OCA without Neutral category 
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With these new confusion matrices values, Kappa rates for OCA corpus has reached 0.8 

and for COPARD2 corpus 0,89. These new results are considered good enough for the 

purpose of using the annotated data for the sentiment classification task. 

 

 
Figure 6: confusion matrix relative to COPARD2 without Neutral category 

4.5 Creation of Gold Standard 

Although removing neutral category has resolved the problem of the poor annotator 

agreement, it has severely decreased the number of annotated segments in our collected data 

from 27,233 segments to 8,089 segments. In order to increase the size of our annotated data, 

we have revised our decision of abandoning neutral category, and we have decided to reject 

only agreed neutral segments. For the disagreed neutral segments, an adjudication operation 

is applied by a senior annotator (me) to add them to our final Gold standard version. The 

adjudication process included also disagreed polarized segments which are 695 segments in 

OCA corpus and 48 segments in COPARD2 corpus. The final properties of the Gold Stand-

ard versions of OCA and COPARD2 are presented in Table 4. 

Table 4. Statistics on the Gold Standard versions of OCA and COPARD2 

 OCA COPARD2 

Positive segments 7,455 1,794 

Negative segments 4,931 1,110 

Total 12,386 2,904 

4.6 Discussion 

Improving researches in sentiment analysis relies basically on availability of linguistic re-

sources, in particular sentiment corpus. Such resource is required to conduct the linguistic 

study of the problem, to carry out a machine learning technique, or to evaluate the imple-

mented proposed solution. In spite of that, sentiment corpuses annotated at local level are 

very rare. This is due to the high and expansive cost necessary to build them. Actually, 

according to our knowledge, Abdul-Mageed et al. (Abdul-Mageed et al., 2012) work is the 

only consistent attempt to create a sentiment corpus annotated at sentence level for Arabic 

language, and the annotated data are not yet released. In comparison to their work, we tried 

in this research to perform sentiment classification at a finer level, which is discourse seg-

ment. The strength of using this level of granularity was explained in section 4.3. In addition, 

similarly to Abdul-Mageed et al. work, our data collection is multi-domain including movie 
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review and political discussions. The final number of annotated segments in the standard 

Gold version is over than 15,000 segments. 

5 Our approach for Sentiment classification 

As seen in the literature survey, sentiment classification can be tackled by adopting a ma-

chine learning approach or by setting up a lexicon-based model. Our proposed approach 

(Figure 7) to classify discourse segments according to their polarity is based on a rule model 

and a sentiment lexicon to detect opinion expressions. It consists of three phases: prepro-

cessing steps, detection of opinion expression, and computation of polarity score of the 

discourse segment. The first and second phases exploit Arabic linguistic resources, while, 

the third phase is language-free. 

 

 
Figure 7: Steps of the proposed approach 

5.1 Preprocessing steps 

Preprocessing steps are required to accelerate and optimize the detection of opinions. They 

consist of two steps: stop-words removal and word stemming. 

5.1.1 Stop-word removal 

To accelerate the detection process of opinion words, we have profited from the stop-word 

list of Khoja stemmer tool (Khoja and Garside, 1999). In fact, this Stop-word list was widely 

used in Arabic processing community (Al-kabi, 2013) (Ababneh et al., 2012) (Sawalha and 

Atwell, 2008), but it was established to serve information retrieval applications. In sentiment 

classification task, a more reduced list is required, because many non-informative bearing 

words (such as negation operators and discourse markers) can serve as helpful cues in sen-

timent classification. Therefore, the stop-word list was revised to be tailored to sentiment 

classification constraints. 
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5.1.2 Stemming 

Unlike Indo-European languages such as English and French, stemming in Arabic lan-

guage is more difficult, mainly due to the fact that Arabic is an agglutinative and derivation-

al language. Indeed, in Arabic, there are many more affixes than English and this leads to a 

large number of word forms. Besides, as a property of words in Semitic language, Arabic 

stem has an additional internal structure consisting of a two parts namely "root" and "pat-

tern". The root is usually a sequence of three consonants and has some abstract meaning. 

The pattern is a template that defines the placement of each root letter among vowels and 

possibly other consonants. For example, in Figure 8, the word "AlkitabAn", meaning the 

two books, has a root composed of the letters k, t, and b; and his pattern is 

"Root1+i+Root2+a+Root3" (Heintz, 2010). 

 
Figure 8: Example of Arabic stemming (Heintz, 2010) 

 Many Arabic tools, in particular morphological taggers, allow extracting roots from 

words. But, very few of them provide stems. To our knowledge, MADAMIRA (Pasha et al., 

2014) is the only available light stemmer which performs morphological analysis and dis-

ambiguation of Arabic. Therefore, we used MADAMIRA to apply a light stemming on each 

document. Light stemming aims to reduce words to their lemma forms: for verbs, this is the 

3rd person masculine singular perfective form and for nouns, this corresponds to the singu-

lar default form (Abdul-Mageed et al., 2014). In fact, stemming, which reduces words to 

their roots, is not convenient in Arabic language, because it may affect the word sense. Light 

stemming will be helpful to detect all morphological variations of the word. 

5.2 Opinion expression detection  

Opinion can be defined as a quadruplet Op=(w, tw,hw,opersw), where: 

- w is the opinion expression, 

- tw is the opinion target or topic, 

- hw is the opinion holder, 

- opersw is the operator list affecting the opinion expression (Chardon, 2013). 

In the same way, opinion expression is defined as "the minimal portion of text bearing an 

opinion". Hence, to identify the sentiment class of an opinion, it is necessary to identify the 

polarity of the words forming its opinion expression, and to analyze the effects of its operators. 
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5.2.1 Opinion bearing word detection 

Once a sentiment lexicon is available, detecting opinion bearing words becomes a relatively 

simple task. In fact, preprocessing steps allow reducing the search scope by removing stop-

words, and they allow also optimizing the detection process by mining the stems instead of 

the words themselves. Subsequently, the detection task becomes a naive comparison of two 

strings. 

However, a more advanced treatment of this task may invoke the semantic disambigua-

tion problem. Some word sense ambiguities are addressed by taking part of speech (POS) 

into account. For instance, plot is only negative when it is a verb, but should not be so in a 

noun dictionary; novel is a positive adjective, but a neutral noun (Taboada et al., 2011). 

Nevertheless, in Arabic language, this problem is much more challenging since most Arabic 

texts are non-vowelized. This leads to a high number of possible candidate solutions. For 

instance, "كرم" with POS=Noun can be vowelized as "ٌ كَرَم" (generosity) which is positive, or 

as "  َ  .which is neutral (vineyard) "وَشْ

In the current research, given the structure of the used sentiment lexicon LAP, opinion 

word detection was reduced to simple task especially that LAP is still under construction 

and his entries do not include POS information yet.  

5.2.2 Opinion operator detection 

Opinion operators or modifiers are linguistic elements which do not intrinsically bear opin-

ions, but they are altering the characteristics of opinion words located in their scope 

(Chardon, 2013). In the course of our research, we consider only the two main opinion 

operators: intensifiers and negation operators. A limited list of each opinion operator catego-

ry is prepared by a linguistic expert. Other operators such modality operators (Liu et al., 

2014) and conditional operators (Narayanan et al., 2009) are left for future work. 

- Intensifiers: they are operators altering the polarity or the intensity of the opinion ex-

pression. We distinguish two types of intensifiers: (i) amplifiers (i.e. very, much, extremely) 

which strengthen the intensity of the opinion expression, (ii) attenuators (i.e. little, less) 

which weaken the intensity of the opinion expression. It is notable that most intensifiers are 

adverbs and that many of them are term-compound such as "إلىٌحدٌّكبير" (pretty much). 

- Negation operators: Negation is a very common linguistic construction that affects po-

larity and, therefore, needs to be taken into consideration in sentiment analysis (Wiegand et 

al., 2010). Similarly to other language such as English (Taboada et al., 2011) and French 

(Benamara et al., 2012), negation can be introduced by different ways, through: (i) negators 

such as "not" and "without", (ii) quantifiers such as "never" and "nobody", (iii) lexical nega-

tion such as "absence" and "lack of". 

In practice, according to their relative position to the opinion expression, we have classi-

fied negation operators into two categories: right operators and left operators. Right opera-

tors are the main negation words, while left operators can coexist in the same segment to 

play the role of quantifiers. 

The detection of these operators follows the same technique described above concerning 

opinion bearing words. However, they are stored in specific separate lists since they do not 
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bear opinions or sentiment and subsequently have not prior polarity scores. Table 5 illus-

trates samples of Arabic opinion operators. 

Table 5. Samples of opinion operators 

Opinion operators Samples 

Amplifiers  ،خذا، وثٍشا (very, much) 

Attenuators ،لٍٍلا، بعض اٌشًء (little, slightly) 

Right negation operators ْلا، ِب، ٌٓ، دو (not, less) 

Left negation operators  ،بتبتبأبذا ،  (never, at all) 

5.2.3 Resolution of the opinion operator scope 

While identifying intensifier scope is a simple task and can be performed by locating the 

closest opinion word to the intensifier, identifying the negation scope is among the challeng-

ing tasks in sentiment classification. In fact, negation scope and its effects have been a sub-

ject of interest for many researchers, not only in sentiment analysis domain, but also in 

many other fields such as philosophy, logic, and psycholinguistics (Morante and Sporleder, 

2012). Basically, negation scope can be defined as the parts of a sentence whose meaning is 

inverted by a negation word. To resolve this problem, two major approaches were proposed 

in the literature: rule-based approach and machine learning approach. The rule-based ap-

proach relies upon linguistic rules which seek for negation words in the sentence and invert 

the meaning of certain surrounding parts based on different predefined window sizes 

(Prollochs et al., 2015). For instance, Hogenboom et al. (Hogenboom et al., 2011) have 

achieved a significant increase in overall sentiment classification accuracy when applying a 

two word window in a set of English movie review sentences. Concerning the machine 

learning approach, many techniques were applied to predict negation scope such conditional 

random fields (Councill et al., 2010) and Hidden Markov Models (Prollochs et al., 2015) 

However, since machine learning approach, in particular supervised methods, requires an 

annotated training data which is unavailable and difficult to create, we have chosen to fol-

low a window-based method to resolve negation scope. Hence, a set of experiments were 

carried out to determine the most effective window size. Obtained results are presented in 

the section 5.4.1. 

5.3 Identification of the segment polarity 

Identifying the polarity of the discourse segment depends, as we mentioned earlier, on the 

detected opinion bearing words and on the opinion operators affecting them. In this section, 

we explain the mapping process from the expression level to the discursive segment level; in 

other words, how can we exploit opinion words and operators to identify the polarity of a 

segment called the contextual polarity? 

5.3.1 Prior Polarity 

After detecting opinion bearing words, a polarity score Pw is assigned to each word accord-

ing to its polarity and its intensity. This score, representing the prior polarity of the word or 
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the out of context polarity, is calculated according to the formula: Pw = Polw * intw where 

Polw is the polarity of the word and intw is its intensity. Polw and intw are respectively deter-

mined according to the lexicon sentiment class ant the intensity class into which the word 

belongs. Polw for the "Positive" class is 1 and for the "Negative" is -1. Intw for the "Weak" 

class is 1 and for the "Strong" is 2. So, for example, the word "احتفل" (celebrate) which be-

longs to the "Positive" polarity class and the "Strong" intensity classe, Pw(احتفل)= 2=2*1. 

5.3.2 Operator effect 

Concerning negation operators, their effect on opinion expression is addressed at the local 

level by following one of three main strategies:  

- Polarity reversal: called also switch negation. It is the classic approach for dealing with 

negation in sentiment analysis. It consists of changing the polarity sign of the opinion ex-

pression (Sauri 2008). For example, if Pw("good")=3 in a scale of [-5..5], then Pw("not good") 

will be -3. 

- Polarity linear shift: first introduced by Taboada et al. (Taboada et al., 2011) who point-

ed out that polarity reversal works well in certain cases but fails drastically in others. For 

example, if Pw("Excellent")=5, we cannot say that Pw("not excellent")=-5. Therefore, they 

proposed treat negation by shifting the intensity towards the opposite polarity by a fixed 

amount. The amount used in implementation was 4. So, Pw("not excellent") will be 1. 

- Polarity angular shift: first introduced by Chardon et al. (Chardon et al., 2013) who rep-

resent opinion expression by a point E of a parabola of focus F and summit O. The angle 

OḞE allows measuring the polarity score of the opinion expression. The negation effect is 

computed by adding/subtracting π to/from the angle OḞE. For example, if 

Pw("Excellent")=5π/6 in a scale of ]-π..π[ (5 in a scale of [-5..5]) , then Pw("not excellent") 

will be –π/6 (-1 in a scale of [-5..5]). 

Concerning intensifiers, there are also three strategies in the literature to handle their ef-

fect on opinion expression: 

- Addition and subtraction: It is the simplest way to deal with intensifiers. It consists in 

adding or subtracting a fixed value to/from the intensity of the opinion expression depending 

on the intensifier type. For example, if Pw("tired")=-3, then Pw("very tired") will be -4 and 

Pw("bit tired") will be -2 (Kennedy and Inkpen, 2006).  

- Multiplicative factor: first introduced by Taboada et al. (Taboada et al., 2011) who con-

sidered that intensification should depend on the item being intensified. So, to each intensi-

fying word, they have associated a percentage from -50 to 100 and created a separate dic-

tionary for adjectival intensifiers. The polarity of an expression containing an intensifier 

operator is computed as Pexp = Pw*(100%+Perctint) where Pw is the polarity of the opinion 

word and Perctint is the percentage of the intensifier. 

- Angle adjustment: introduced by Chardon et al. (Chardon et al., 2013) who treated in-

tensification by increasing or decreasing the angle OḞE in their parabolic model. 

Although Chardon et al. and Taboada et al. approaches have adopted different shift forms 

and values, they share the same strategy considering that negation is not always polarity 

reverser; It is basically polarity shifter and it affects also the intensity of the opinion expres-

sion. In the course of our research, we adopt the same strategy of Taboada et al. concerning 
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negation and intensification. As a matter of fact, we have applied polarity shift and multipli-

cative factor with different shift values from the one proposed by Taboada et al. since our 

intensity scale is different.  

5.3.3 Computation of segment polarity score 

After taking into account the different components affecting the sentiment classification of 

the segment, we have to put them together in order to compute the contextual polarity. In the 

literature, different heuristics are applied to perform the mapping from expression level to 

segment, sentence or document level. For instance, Yuan et al. (Yuan et al., 2013) proposed 

a simple sentiment word-count method to classify domain specific datasets. The method 

identifies the polarity of the text on the basis of the number of detected positive and negative 

opinion word. In other words, if the number of positive words bigger than the number of 

negative words, the text is positive; otherwise, it is negative. 

Another research that addressed this issue is the work of Kim and Hovy who built and 

compared three models to assign a sentiment category to a given sentence (Kim and hovy, 

2004). The first model computes the product of the signs of the sentiment polarities in the 

region (parts of the sentence in which sentiments would be considered). The second is the 

harmonic mean (average) of the sentiment strengths in the region, and the third is the geomet-

ric mean. The authors pointed out that the first model achieved the best overall performance. 

However, the most used model to compute sentence polarity score is the sum model 

(Ding et al., 2008); (Oraby et al., 2013); (Tromp and Pechenizkiy, 2013); (Ghosh and Kar, 

2013). It consists of summing up all opinion expression scores, upon which the result can be 

normalized depending on the used scale. 

In the context of this research, we have used the sum model and normalized it by dividing 

it with the sum of the number of opinion words in the segment. Hence, Polseg ϵ [-1..1] and it 

is computed according to the formula: 

       
∑      
 
   

 
 where Polwi is the polarity of the word wi an n is the number of opin-

ion words in the opinion expression. 

5.3.4 Polarity identification 

Given the polarity score of the discourse segment, a set of three rules are applied in to order 

to identify its polarity: 

if Polseg > 0, the polarity of the segment is positive. 

if Polseg < 0, the polarity of the segment is negative. 

if Polseg = 0, the polarity of the segment is undetermined. Since, our classification scheme 

is binary and we do not take into account neutral segments, these segments are considered as 

misclassified segments when evaluating the approach. 

5.4 Evaluation and discussion 

In this section, we describe our performed experiments to evaluate negation scope resolution, 

negation effect, and the sentiment classification approach. 
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5.4.1 Negation scope resolution 

To determine the most effective window size to use for negation scope, we conducted a set 

of experiments with different window sizes on OCA corpus. These experiments (Table 6) 

are performed with considering only negation operators (e.g. without intensifiers) and with 

applying polarity reversal as effect. 

Table 6. Obtained results with different window sizes 

Window size Accuracy Precision  Recall F-score 

1 70.63 67.38 89.69 76.95 

2 71.39 68.33 88.85 77.25 

3 71.96 69.17 87.85 77.40 

4 71.83 69.30 87.04 77.16 

5 71.50 69.23 86.14 76.77 

Results show that, although the three-sized window has achieved the best F-score value, 

there is no significant difference in the classification between the different applied window 

sizes. This is similar to Dadvar et al. results (Dadvar et al., 2011) who have evaluated the 

effect of different window sizes in negation detection on 2000 movie reviews. Obtained 

accuracies were very close along the 5 windows. This may be explained by the fact that in 

movie reviews, many of sentiments are expressed implicitly. In addition, a more detailed 

approach about double negations and combined negation intensification has to be studied. 

5.4.2 Negation effect 

Two major strategies are proposed to deal with negation effect in sentiment analysis: polari-

ty reversal and polarity shift. In these experiments (Table 7), we have evaluated these two 

strategies on OCA corpus by ignoring intensification and by adopting a three-sized window for 

negation scope as this was the size achieving the best performance in the previous experiments. 

Table 7. Evaluation of the negation effects 

Negation effect Accuracy Precision  Recall F-score 

Polarity reversal 71.96 69.17 87.85 77.40 

Polarity shift 67.74 64.63 90.53 75.42 

 

Although polarity shift strategy seems to be a more relevant strategy, it has achieved 

slightly worse F-score than the polarity reversal strategy. A possible explanation to this 

result may be the choice of the shift value. In reality, there is no rule which determines the 

fixed amount to shift from the intensity of the opinion expression when the negation word is 

encountered. This is can be a subject of an empirical study that investigates the shift value 

on the basis of the intensity scale. 

5.4.3 Sentiment classification 

In this section, we present our final classification results on OCA and COPARD2 with 

three-sized window as negation scope, polarity shift as negation effect, and by taking inten-

sification into account. 
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Table 8. Obtained results with the proposed method 

Corpus Accuracy Precision Recall  F-score 

OCA 70.48 67.91 87.18 76.35 

COPARD2 71.41 67.79 83.58 74.86 

Despite the fact that Arabic is a morphologically rich language that faces many challeng-

ing issues in sentiment analysis (Ibrahim et al., 2015), the proposed approach achieved 

relatively close results to the state of the art of English sentiment classification especially for 

OCA corpus. This proves that our build lexicon has a good coverage quality and that the 

implemented rules can constitute a good start for a high accurate classifier. Nevertheless, 

much more work is required to take into account more linguistic forms such as modal auxil-

iaries and conditional. 

6 Conclusion and future work 

In this paper, we have presented a lexicon-based approach for Arabic sentiment classifica-

tion at sub-sentential level. First, we started by building a sentiment lexicon by following a 

semi-automatic approach. The lexicon entries were used to detect opinion words and assign 

to each one a sentiment class. Second, we proceeded to the annotation of new sentiment 

corpuses at discourse segment level. These corpuses are then used for the evaluation of the 

lexicon-based approach. This approach relies on an aggregation model taking into account 

advanced linguistic phenomena such negation and intensification. Evaluation results were 

considered good and not too far from state of the art results in English language. 

As perspectives, we intend to enhance the lexicon quality by implementing a semantic 

disambiguation component based on POS information. This will improve the detected sen-

timent classes of the opinion words. In addition, we intend to improve existing strategies of 

treating negation and intensification by conducting more experiments especially on the 

effect of negation. Other opinion influencer cues like modalities and conditional sentences 

can be studied at this stage. Moreover, we intend to exploit the annotated corpuses to train a 

machine learning classifier for the sentence sentiment classification. 
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