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Editorial
Failed experiments typically have no place in scientific discourse; they are discarded

and not published. We believe that this practice results in a loss of potential knowledge
gain. A systematic reflection on the causes of failures allows for the critical examination
and/or improvement of methods used. Furthermore, when previously failed experiments
are repeated and subsequently succeed, progress can be explicitly determined. From the
perspective of methodological reflection, the discussion and documentation of failures
thus provide added value for the scientific community. This is particularly true in
a field like research on and with generative artificial intelligence (AI), which lacks a
long-standing tradition and in which best practices are still in the process of being
established.

This JLCL special issue focuses on linguistic and NLP experiments with generative
AI that did not yield the desired results. All papers explore the extent in which their
failed experiment can contribute to knowledge gain regarding the work with generative
AI.

The first three papers test LLMs for various annotation and information extraction
tasks.

Elena Leitner and Georg Rehm systematically evaluate LLMs on several classi-
fication tasks for German social media texts. In this context, they compare different
fine-tuning and prompting techniques and point out weaknesses.

Barbara Heinisch describes challenges in the use of LLMs in terminology work,
an area in which accuracy and replicability are of particular importance. She advo-
cates a selective application of LLMs in terminology work, emphasizing the impor-
tance of evaluating their appropriateness for specific tasks rather than using them
indiscriminately.

Elena Volkanovska tackles the question on how to systematically deal with LLM
specific errors. She proposes an error classification framework complementary to
established performance metrics for NER classifiers that accounts for additional possible
outcomes in a few-shot, LLM-based NER task.

The following three papers focus on the struggles of LLMs when presented with tasks
that require complex semantic analysis.

Yanming Li and Meaghan Fowlie test several prompting strategies for four
GPT-models to perform Abstract Meaning Representation (AMR) parsing on natural
language sentences and find the performance worse than that of state-of-the-art AMR
parsers.

Natalia Skachkova, Simon Ostermann, Josef van Genabith and Bernd
Kiefer investigate the ability of different (L)LMs in bridging generation. They challenge
the models with two tasks: (1) generate texts containing bridging and (2) fill in missing
(bridging) spans.
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Sebastian Reimann and Tatjana Scheffler provide a series of zero- and few-shot
experiments on the detection of linguistic metaphors and specifically on extended
metaphors with LLaMa and GPT models.

The final two papers approach the topic from a more meta perspective.
John David Storment focuses on the ability of LLMs to provide linguistic ac-

ceptability judgments and shows that they struggle with texts that use emojis as
morpho-grammatical components.

Finally, the contribution by Simon Münker widens the scope to LLMs as social
agents: He investigates how personalized LLMs align with human responses on the
Moral Foundation Theory Questionnaire. His results suggest that LLMs struggle
to coherently represent ideologies, cautioning against using them to simulate social
interactions.

We would like to thank the authors for their contributions, which enabled us to
compile this thematically rich special issue. We also thank the reviewers for their
thorough feedback. Last but not least, we want to thank the editor of the Journal for
Language Technology and Computational Linguistics for his support in putting together
this special issue. We wish the reader a pleasant and engaging reading experience!

The guest editors,
Ngoc Duyen Tanja Tu, Annelen Brunner and Christian Lang

Figure 1: LLMfails llama mascot - generated with GPT-4o
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