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Abstract

WordNet and its German version GermalNet
have widely been used as source for fine-grained
selectional preference information, focusing on
but not restricted to verb-object relationships
(RESNIK 1997; RiBAs 1995; L1 & ABE 1998; AB-
NEY & LIGHT 1999; WAGNER 2000; MCCARTHY
2001; CLARK & WEIR 2002). In contrast, this pa-
per presents an approach where argument slots
of variable verb-frame combinations are refi-
ned by coarse selectional preferences as obtained
from the top-level GermaNet nodes. The selec-
tional preference information is applied to an al-
ternation-like verb description and successfully
utilised for an automatic clustering of German
verbs (SCHULTE 1M WALDE 2003b).

1 Introduction

This work is concerned with the definition and
benefit of selectional preferences as used in an al-
ternation-like verb description for the automatic
induction of German semantic verb classes. Se-
mantic verb classes are an artificial construct of
natural language which generalises over verbs ac-
cording to their semantic properties; the class la-
bels refer to the common semantic properties of
the verbs in a class at a general conceptual level,
and the idiosyncratic lexical semantic properties
of the verbs are either added to the class descrip-
tion or left underspecified. Examples for the con-
ceptual classes are Position verbs such as /iegen ‘to
lie’, sitzen ‘to sit’, stehen ‘to stand’, and Manner
of Motion with a Vebicle verbs such as fahren ‘to
drive’, fliegen ‘to fly’, rudern ‘to row’. On the one
hand, verb classes reduce redundancy in verb de-
scriptions, since they encode the common pro-
perties of verbs. On the other hand, verb classes
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can predict and refine properties of a verb that
received insufficient empirical evidence, with
reference to verbs in the same class; under this
aspect, a verb classification is especially useful for
the pervasive problem of data sparseness in NLP,
where little or no knowledge is provided for rare
events.

But how can one obtain a semantic classifi-
cation of verbs, avoiding a tedious manual de-
finition of the verbs and the classes? A seman-
tic classification demands a definition of seman-
tic properties, but it is difficult to automatically
induce semantic features from available resour-
ces, both with respect to lexical semantics and
conceptual structure. Therefore, the construc-
tion of semantic classes typically benefits from a
long-standing linguistic hypothesis which asserts
a tight connection between the lexical meaning
of a verb and its behaviour: To a certain extent,
the lexical meaning of a verb determines its be-
haviour, particularly with respect to the choice
of its arguments, cf. LEVIN 1993. We can utilise
this meaning-behaviour relationship in that we
induce a verb classification on basis of verb fea-
tures describing verb behaviour (which are easier
to obtain automatically than semantic features)
and expect the resulting behaviour-classification
to agree with a semantic classification to a cer-
tain extent.

A widely used approach to define verb be-
haviour is captured by the diathesis alternation
of verbs (see for example LEVIN 1993; DORR &
JoNES 1996; LAPATA 1999; SCHULTE 1M WALDE
2000; MERLO & STEVENSON 2001; MCCARTHY
2001; JOANIS 2002). Alternations are alternative
constructions at the syntax-semantic interface
which express the same or a similar conceptual
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idea of a verb. In Example (1), the most com-
mon alternations for the Manner of Motion with
a Vehicle verb fahren ‘to drive’ are illustrated. The
participants in the conceptual structure are a dri-
ver, a vehicle, a driven person or thing, and a
direction. In (a), the vehicle is expressed as sub-
ject in a transitive verb construction, with a pre-
positional phrase indicating the direction of the
movement. In (b), the driver is expressed as sub-
ject in a transitive verb construction, again with
a prepositional phrase indicating the direction.
In (c), the driver is expressed as subject in a tran-
sitive verb construction, with an accusative noun
phrase indicating the vehicle. And in (d), the dri-
ver is expressed as subject in a ditransitive verb
construction, with an accusative noun phrase
indicating a driven person, and a prepositional
phrase indicating the direction of the movement.
Even if a certain participant is not realised wit-
hin an alternation, its contribution might be im-
plicitly defined by the verb. For example, in (a)
the driver is not expressed overtly, but we know
that there is a driver, and in (b) and (d) the ve-
hicle is not expressed overtly, but we know that
there is a vehicle.

(1)

(a) Der Wagen fihrt in die Innenstads.
“The car drives to the city centre.’

(b) Die Frau fihrt nach Hause.
“The woman drives home.’

(c) Der Filius fihrt einen blauen Ferrari.
“The son drives a blue Ferrari.’

(d) Der Junge fihrt seinen Vater zum Zug.
“The boy drives his father to the train.’

Assuming that the verb behaviour can be cap-
tured by the diathesis alternation of the verb,
which are the relevant syntactic and semantic
properties one would have to obtain for a verb
description? The verbs are distributionally de-
scribed on three levels, each of them refining the
previous level by additional information. The
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first level Dr encodes a purely syntactic defini-
tion of verb subcategorisation, the second level
D2 encodes a syntactico-semantic definition of
subcategorisation with prepositional preferences,
and the third level D3 encodes a syntactico-se-
mantic definition of subcategorisation with pre-
positional and selectional preferences. The most
elaborated description comes close to a definiti-
on of verb alternation behaviour. The benefit of
each information level can be determined with
respect to the lower levels of information.

This paper concentrates on the definition and
benefit of selectional preferences at D3, the al-
ternation-like verb description. The selectional
preferences are based on the German noun hie-
rarchy in GermaNet (Hamp & FELDWEG 1997;
KUNZE 2000), by specifying a coarse generalisa-
tion on the top-level synsets for argument slots
of variable verb-frame combinations. Section 2
introduces the alternation-like verb descriptions,
and Section 3 describes the automatic induction
of semantic verb classes as based on the verb de-
scriptions. Finally, Section 4 discusses the usa-
ge of the selectional preference information in
semantic verb clustering with respect to the de-
mands of German verbs and verb classes.

2 Alternation-Like Verb Descriptions for
Verb Clustering
I have developed a statistical grammar model for
German which provides empirical lexical infor-
mation, specialising on but not restricted to the
subcategorisation behaviour of verbs (ScHULTE
M WALDE 2002; SCHULTE IM WALDE 2003a).
The grammar model serves as source for a Ger-
man verb description at the syntax-semantic in-
terface. For Di, it provides frequency distribu-
tions of German verbs over 38 purely syntactic
subcategorisation frames, which comprise ma-
ximally three arguments. Possible arguments in
the frames are nominative (n), dative (d) and ac-
cusative (a) noun phrases, reflexive pronouns (r),
prepositional phrases (p), expletive es (x), subor-
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dinated non-finite clauses (i), subordinated fi-
nite clauses (s-2 for verb second clauses, s-dass
for dass-clauses, s-ob for ob-clauses, s-w for indi-
rect wh-questions), and copula constructions (k).
For example, subcategorising a direct (accusative
case) object and a non-finite clause would be re-
presented by ‘nai’.

In addition to a purely syntactic definition of
subcategorisation frames, the grammar provides
detailed information for D2 about the types of
PPs within the frames. For each of the prepo-
sitional phrase frame types in the grammar, the
joint frequency of a verb and the PP frame is
distributed over the prepositional phrases, accor-
ding to their frequencies in the corpus. Prepo-
sitional phrases are defined by case and prepo-
sition, such as ‘mitp,y and ‘fiirgpp’. The total
number of features on D2 is 183.

For D3, the verb-frame combinations are refi-
ned by selectional preferences, i.e. the argument
slots within a subcategorisation frame type are
specified according to which ‘kind’ of argument
they require. The grammar provides selectional
preference information on a fine-grained level:
it specifies the possible argument realisations in
form of lexical heads, with reference to a specific
verb-frame-slot combination. L.e. the grammar
provides frequencies for heads for each verb and
each frame type and each argument slot of the
frame type. For example, the most frequent no-
minal argument heads for the verb verfolgen ‘to
follow” and the accusative NP of the transitive
frame type ‘na’ are Ziel ‘goal’, Strategie ‘strategy’,
Politik ‘policy’, Interesse ‘interest’, Konzept ‘con-
cept’, Entwicklung ‘development’, Kurs ‘direc-
tion’, Spiel ‘game’, Plan ‘plan’, Spur ‘trace’.

Obviously, we would run into a sparse data
problem if we tried to incorporate selectional
preferences into the verb descriptions on such a
specific level. We are provided with rich informa-
tion on the nominal level, but we need a gene-
ralisation of the selectional preference definition.
WordNet (MILLER ET AL. 1990; FELLBAUM 1998)
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and its German version GermalNet (Hamp &
FELDWEG 1997; KUNZE 2000) have widely been
used as source for fine-grained selectional pre-
ference information (RESNIK 1997; R1BAS 1995;
L1 & ABE 1998; ABNEY & LIGHT 1999; WAGNER
2000; McCARTHY 2001; CLARK & WEIR 2002).
In contrast to these approaches, I utilise the Ger-
man noun hierarchy in GermaNet for a coarse
generalisation of selectional preferences. The hie-
rarchy is realised by means of synsets, sets of syn-
onymous nouns, which are organised by multip-
le inheritance hyponym/hypernym relationships.
A noun can appear in several synsets, according
to its number of senses. Figure 1 illustrates the
(slightly simplified) GermaNet hierarchy for the
noun Kaffee ‘coffee’, which is encoded with two
senses, (1) as a beverage and luxury food, and (2)
as expression for an afternoon meal. Both senses
are subsumed under the general top-level node
Objekt ‘object’. My approach is as follows. For
each noun in a verb-frame-slot combination, the
joint frequency is split over the different senses
of the noun and propagated upwards the hierar-
chy. In case of multiple hypernym synsets, the
frequency is split again. The sum of frequencies
over all top synsets equals the total joint frequen-
cy. For example, we assume that the frequency of
the noun Kaffee ‘coffee’ with respect to the verb
trinken ‘to drink’ and the accusative argument in
the transitive frame ‘na’ is 10. Each of the two
synsets containing Kaffee is therefore assigned a
value of 5, and the node values are propagated
upwards, as Figure 1 illustrates. Repeating the
frequency assignment and propagation for all
nouns appearing in a verb-frame-slot combina-
tion, the result defines a frequency distribution
of the verb-frame-slot combination over all Ger-
malNet synsets.

To restrict the variety of noun concepts to a
general level, I consider only the frequency dis-
tributions over the top GermaNet nodes. Since
GermaNet had not been completed at the point
of time I have used the hierarchy, I have manu-
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Figure 1: Propagating frequencies through the GermaNet hierarchy

ally added few hypernym definitions, such that
most branches are subsumed under the follo-
wing 15 conceptual top levels. Most of them were
already present; the additional links might be re-
garded as a refinement.

Since the 15 nodes exclude each other and
the frequencies sum to the total joint verb-frame
frequency, we can use the frequencies to define
probability distributions. Therefore, the 15 nodes
provide a coarse definition of selectional prefe-
rences for a verb-frame-slot combination. Table 1
presents three example verb-frame-slot combi-
nations (the relevant frame slot is underlined)
with their preferences. This coarse selectional
preference information is provided for each verb-
frame-slot combination in the grammar model
(trained on 35 million words of German news-
paper corpora).

e Lebewesen ‘creature’
*  Sache ‘thing’

* Besitz property’

e Substanz ‘substance’

e Nahrung food’

e Mittel ‘means’

e Situation ‘situation’

e Zustand ‘state’

e  Struktur ‘structure’

e Physis ‘body’

o Zeit ‘time’

e Ort ‘space’

e Attribut ‘attribute’

» Kognitives Objekt ‘cognitive object’
e Kognitiver Prozess ‘cognitive process’

Table 2 summarises the verb distributions and
presents three verbs from different verb classes
and their ten most frequent frame types with re-
spect to the three levels of verb definition, ac-
companied by the probability values. On D2
frame types including PPs are specified for the
PP type, and on D3 the frame slot for selectio-
nal preference refinement is underlined, and the
top-level synset is given in brackets. D1 for be-
ginnen ‘to begin’ defines ‘np’ and ‘n’ as the most

probable frame types. Even by splitting the ‘np’
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Verb Frame+Slot Top-Level Synset Freq Prob
verfolgen na Situation 140.99 0.244
‘to follow’ Kognitives Objekt 109.89 0.191

Zustand 81.35 0.141

Sache 61.30 0.106

Attribut 52.69 0.091
Lebewesen 46.56 0.081

Ort 45.95 0.080

Struktur 14.25 0.025
Kognitiver Prozess 11.77 0.020
Zeit 4.58 0.008

Besitz 2.86 0.005

Substanz 2.08 0.004

Nahrung 2.00 0.003

Physis 0.50 0.001

essen na Nahrung 127.98 0.399
‘to eat’ Sache 66.49 0.207
Lebewesen 50.06 0.156
Attribut 17.73 0.055

Zeit 11.98 0.037

Substanz 11.88 0.037
Kognitives Objekt 10.70 0.033
Struktur 8.55 0.027

Ort 491 0.015

Zustand 4.26 0.013

Situation 2.93 0.009

Besitz 1.33 0.004

Mittel 0.67 0.002

Physis 0.67 0.002

Kognitiver Prozess 0.58 0.002
beginnen n Situation 1,102.26 0.425
‘to begin’ Zustand 301.82 0.116
Zeit 256.64 0.099

Sache 222.13 0.086

Kognitives Objekt 148.12 0.057
Kognitiver Prozess 139.55 0.054
Ort 107.68 0.041

Attribut 101.47 0.039

Struktur 87.08 0.034
Lebewesen 81.34 0.031

Besitz 36.77 0.014

Physis 4.18 0.002

Substanz 3.70 0.001
Nahrung 3.29 0.001

Band 19 - 2004

Table 1: Selectional preference definition with GermaNet top nodes.
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Distribution

Verb D1 D2 D3
beginnen np 0.43 n 0.28 n(Situation) 0.12
‘to begin’ n 0.28 np:umgyzp 0.16 np:um4}4(Situation) 0.09
ni 0.09 ni 0.09 np:mitp),Situation) 0.04
na 0.07 np:mity),; 0.08 ni(Lebewesen) 0.03
nd 0.04 na 0.07 n(Zustand) 0.03
nap 0.03 np:anp,; 0.06 np:anp),,(Situation) 0.03
nad 0.03 np:inp,, 0.06 np:inp,Situation) 0.03
nir 0.01 nd 0.04 n(Zeit) 0.03
ns-2 0.01 nad 0.03 n(Sache) 0.02
Xp 0.01 np:nachp,; 0.01 na(Situation) 0.02
essen na 0.42 na 0.42 na(Lebewesen) 0.33
‘to eat’ n 0.26 n 0.26 na(Nahrung) 0.17
nad 0.10 nad 0.10 na(Sache) 0.09
np 0.06 nd 0.05 n(Lebewesen) 0.08
nd 0.05 ns-2 0.02 na(Lebewesen) 0.07
nap 0.04 np:aufp),; 0.02 n(Nahrung) 0.06
ns-2 0.02 ns-w 0.01 n(Sache) 0.04
ns-w 0.01 ni 0.01 nd(Lebewesen) 0.04
ni 0.01 np:mity),; 0.01 nd(Nahrung) 0.02
nas-2 0.01 np:inp .z 0.01 na(Attribur) 0.02
fahren n 0.34 n 0.34 n(Sache) 0.12
‘to drive’ np 0.29 na 0.19 n(Lebewesen) 0.10
na 0.19 np:ingpp 0.05 na(Lebewesen) 0.08
nap 0.06 nad 0.04 na(Sache) 0.06
nad 0.04 np:zup,; 0.04 n(Ort) 0.06
nd 0.04 nd 0.04 na(Sache) 0.05
ni 0.01 np:nachp,; 0.04 np:in4p4(Sache) 0.02
ns-2 0.01 np:mity),; 0.03 np:zu ), ASache) 0.02
ndp 0.01 np:inp,, 0.03 np:ing444(Lebewesen) 0.02
ns-w 0.01 np:aufp,, 0.02 np:nach p,,(Sache) 0.02

Table 2: Examples of most probable frame types.

probability over the different PP typesin D2, a  ject drop verb shows strong preferences for both
number of prominent PPs are left, the time in- intransitive and transitive usage. As desired, the
dicating umgpp and nachp,s, mitpyy referring  argument roles are strongly determined by Lebe-
to the begun event, anp,; as date and inp, pas  wesen for both ‘n’” and ‘na’ and Nahrung for ‘na’.
place indicator. It is obvious that adjunct PPs as  fahren ‘to drive’ chooses typical manner of mo-
well as argument PPs represent a distinctive part  tion frames (‘n’, ‘np’, ‘na) with the refining PPs
of the verb behaviour. D3 illustrates that typi- being directional (ingpp, zupay nachpgy or
cal selectional preferences for beginner roles are  referring to a means of motion (mitpD s inpDyp
Situation, Zustand, Zeit, Sache. D3 has the po- aufp,y). The selectional preferences represent a
tential to indicate verb alternation behaviour, e.g.  correct alternation behaviour: Lebewesen in the
‘na(Situation)’ refers to the same role for the di-  object drop case for ‘0’ and ‘na’, Sache in the in-
rect object in a transitive frame as ‘n(Situation)’”  choative/causative case for ‘n’ and ‘na’.

in an intransitive frame. essen ‘to eat’ as an ob-
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3 Induction of Semantic Verb Classes

The selectional preference information is applied
to an alternation-like verb description in auto-
matic verb clustering. The clustering of the Ger-
man verbs is performed by the k-Means algo-
rithm, a standard unsupervised clustering tech-
nique as proposed by ForGy 1965. Based on the
distributional verb descriptions and standard
notions of similarity between distributional vec-
tors, k-Means iteratively re-organises initial verb
clusters by assigning each verb to its closest clus-
ter and re-calculating cluster centroids until no
further changes take place. For details on the
clustering setup and experiments, the reader is
referred to SCHULTE 1M WALDE 2003b.

The clustering experiments are performed on
168 partly ambiguous German verbs. Before the
experiments, I manually classified the verbs into
43 semantic classes. The purpose of the manual
classification is to evaluate the reliability and per-
formance of the clustering experiments. In the
following, I present representative parts of a clus-
ter analysis which uses the alternation-like verb
description on Dj3. For each cluster, the verbs
which belong to the same gold standard class are
presented in one line, accompanied by the class
label. I compare the respective clusters with their
pendants under D1 and D2, to demonstrate the
effect of the feature refinements.

(a) nieseln regnen schneien — Weather
(b)  dimmern — Weather

(c) kriechen rennen — Manner of Motion:
Locomotion
eilen — Manner of Motion: Rush
gleiten — Manner of Motion: Flotation

starren — Facial Expression

(d)  klettern wandern — Manner of Motion:
Locomotion
fahren fliegen segeln — Manner of Motion:
Vehicle
fliefen — Manner of Motion: Flotation

Band 19 - 2004

(e)  beginnen enden — Aspect
bestehen existieren — Existence
liegen sitzen stehen — Position

laufen — Manner of Motion: Locomotion

(f) festlegen — Constitution
bilden — Production
erhohen senken steigern vergrofiern

verkleinern — Quantum Change

(g) toten — Elimination

unterrichten — Zeaching

The weather verbs in cluster (a) strongly agree in
their syntactic expression on D1 and do not need
D2 or D3 refinements for a successful class con-
stitution. dammern in cluster (b) is ambiguous
between a weather verb and expressing a sense of
understanding; this ambiguity is idiosyncratical-
ly expressed in D1 frames already, so dammern is
never clustered together with the other weather
verbs on D1-D3. Manner of Motion, Existence,
Position and Aspect verbs are similar in their syn-
tactic frame usage and therefore merged together
on D1, but adding PP information distinguis-
hes the respective verb classes: Manner of Motion
verbs primarily demand directional PPs, Aspect
verbs are distinguished by patient mirp,; and
time and location prepositions, and Existence
and Position verbs are distinguished by locative
prepositions, with Position verbs showing more
PP variation. The PP information is essential for
successfully distinguishing these verb classes, and
the coherence is partly destroyed by D3: Manner
of Motion verbs (from the sub-classes Locomoti-
on, Rotation, Rush, Vebicle, Flotation) are captu-
red well by clusters (c) and (d), since they inhibit
strong common alternations, but cluster (e) mer-
ges the Existence, Position and Aspect verbs, since
verb-idiosyncratic selectional preferences destroy
the D2 class demarcation. Admittedly, the verbs
in cluster (e) are close in their semantics, with
a common sense of (bringing into vs. being in)
existence. laufen fits into the cluster with its sense
of ‘to function’. Cluster (f) contains most verbs
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of Quantum Change, together with one verb of
Production and Constitution each. The semantics
of the cluster is therefore rather pure. The verbs
in the cluster typically subcategorise a direct ob-
ject, alternating with a reflexive usage, ‘nr’ and
‘npr’ with mostly aufypp and umgpp. The selec-
tional preferences help to distinguish this cluster:
the verbs agree in demanding a thing or situation
as subject, and various objects such as attribute,
cognitive object, state, structure or thing as ob-
ject. Without selectional preferences (on D1 and
D2), the change of quantum verbs are not found
together with the same degree of purity. There
are verbs as in cluster (g), whose properties are
correctly stated as similar on D1-D3, so a com-
mon cluster is justified; but the verbs only have
coarse common meaning components, in this
case toten and wunterrichten agree in an action of
one person or institution towards another.

4 Discussion

Which exactly is the nature of the meaning-beha-
viour relationship in the constitution of seman-
tic verb classes? And, more specifically, which is
the benefit of the selectional preferences in the
alternation-like verb description as based on
GermaNet top-level nodes?

Addressing the nature of the meaning-beha-
viour relationship in the clustering, (a) already
a purely syntactic verb description allows a verb
clustering clearly above the baseline. The result
is a successful (semantic) classification of verbs
which agree in their syntactic frame definitions,
e.g. most of the Support verbs dienen, helfen, fol-
gen. 'The clustering fails for semantically similar
verbs which differ in their syntactic behaviour,
e.g. unterstiitzzen which does belong to the Sup-
port verbs but demands an accusative instead of
a dative object. In addition, it fails for syntacti-
cally similar verbs which are clustered together
even though they do not exhibit semantic simila-
rity, e.g. many verbs from different semantic clas-
ses subcategorise an accusative object, so they are
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falsely clustered together. (b) Refining the syn-
tactic verb information by prepositional phrases
is helpful for the semantic clustering, not only in
the clustering of verbs where the PPs are obliga-
tory, but also in the clustering of verbs with op-
tional PP arguments. The improvement under-
lines the linguistic fact that verbs which are si-
milar in their meaning agree either on a specific
prepositional complement (e.g. glauben/denken
angpp) or on a more general kind of modifica-
tion, e.g. directional PPs for manner of motion
verbs. (c) Defining selectional preferences for ar-
guments once more improves the clustering re-
sults, but the improvement is not as persuasive as
when refining the purely syntactic verb descrip-
tions by prepositional information. For examp-
le, the selectional preferences help demarcate the
Quantum Change class, because the respective
verbs agree in their structural as well as selectio-
nal properties. But in the Consumption class, es-
sen and trinken have strong preferences for a food
object, whereas konsumieren allows a wider range
of object types. On the contrary, there are verbs
which are very similar in their behaviour, espe-
cially with respect to a coarse definition of selec-
tional preferences, but they do not belong to the
same fine-grained semantic class, e.g. #dten and
unterrichten.

The description of the clustering examples
has shown that the dividing line between the
common and idiosyncratic features of verbs in
a verb class defines the level of verb description
which is relevant for the class constitution. The
meaning components of verbs to a certain ex-
tent determine their behaviour, but this does not
mean that all properties of all verbs in a common
class are similar and we could extend and refine
the feature description endlessly. The meaning of
verbs comprises both (i) properties which are ge-
neral for the respective verb classes, and (ii) idio-
syncratic properties which distinguish the verbs
from each other. As long as we define the verbs
by those properties which represent the common
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parts of the verb classes, a clustering can succeed.
But step-wise refining the verb description by in-
cluding lexical idiosyncrasy, the emphasis of the
common properties vanishes. Some verbs and
verb classes are distinctive on a coarse feature le-
vel, some need fine-grained extensions, some are
not distinctive with respect to any combination
of features. There is no unique perfect choice and
encoding of the verb features; the feature choice
rather depends on the specific properties of the
desired verb classes.

The usage of selectional preference informati-
on in semantic verb clustering is a particular chal-
lenge for the verb description. On the one hand,
one would want a selectional preference descrip-
tion as fine-grained as possible, to e.g. distinguish
the verbs titen and unterrichten which are similar
on a coarse selectional preference level (agreeing
in an action of one person or institution towards
another), but distinguished on a fine-grained le-
vel: in a transitive construction, tdten appears
with subjects such as Soldar ‘soldier’, Angreifer
‘attacker’, Schiitze ‘shooter’, Terrorist ‘terrorist’, Ji-
ger ‘hunter’ and direct objects such as Soldat ‘sol-
dier’, Zivilist ‘civilian’, Rebell ‘rebel’, Nebenbuh-
ler ‘rival’, Tier ‘animal’, and unterrichten appears
with subjects such as Lebrerschaft ‘community
of teachers’, College ‘college’, Professor ‘professor’
and direct objects such as Kind ‘child’, Schiiler
‘pupil’, Klasse ‘class’, Fach ‘subject’, Grammatik
‘grammar’. Assuming that we use GermaNet as
source for the preference definition, in the ex-
ample case we would need an algorithm compa-
rable to those by RESNIK 1997; R1BAS 1995; L1 &
ABE 1998; ABNEY & LIGHT 1999; WAGNER 20003
McCaRrTHY 2001; CLARK & WEIR 2002 which
is able to filter selectional preferences of arbitrary
depth in the hierarchy. On the other hand, one
would want a selectional preference description
on a more general level. Consider the most spe-
cific conceptual level of semantic classes, a classi-
fication with classes of verb synonyms.' But even
the verb behaviour of synonyms does not over-
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lap perfectly, since e.g. selectional preferences of
synonyms vary. For example, the German verbs
bekommen and erbalten ‘to get, to receive’ are sy-
nonymous, but they cannot be exchanged in all
contexts, cf. einen Schnupfen bekommen ‘to catch
a cold’ vs. einen Schnupfen erhalten. This means
that even for synonyms a fine-grained definiti-
on of selectional preferences would not provide a
perfect overlap of the distributional features and
that some generalisation is desirable.

In addition to the linguistic conflict in clus-
tering when defining selectional preferences for
verbs, a clustering algorithm has to pay attenti-
on to the technical issue of feature encoding. We
would run into a sparse data problem if we tried
to incorporate selectional preferences into the
verb descriptions on a fine-grained level. Again,
this means that some generalisation level of se-
lectional preferences is adequate.

Summarising, both the theoretical assump-
tion of encoding features of verb alternation as
verb behaviour and the practical realisation by
encoding syntactic frame types, prepositional
phrases and selectional preferences have proven
successful. But the exact feature choice for verb
descriptions in verb clustering depends on the
specific properties of the desired verb classes. And
even if classes are perfectly defined on a common
conceptual level, the relevant level of behavioural
properties of the verb classes might differ. This
insight is especially problematic for the definiti-
on of selectional preferences, since numerous va-
riations for their encoding are possible, but each
choice would present advantages for some verb
classes and disadvantages for others. This work
has presented evidence for the usefulness of Ger-
maNet top levels nodes as coarse generalisation
of selectional preferences, but the issue of impro-
ving the level of GermaNet preference definiti-
ons is subject to further work.
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Note

I

In this context, synonymy refers to ‘partial
synonymy’ where synonymous verbs cannot
necessarily be exchanged in all contexts, as
compared to ‘total synonymy’ where synonymous
verbs can be exchanged in all contexts — if
anything like ‘total synonymy’ exists at all
(BUSSMANN 1990).
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